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Overview

• Air Shower Simulations 

• Atmosphere 

• Telescope & Camera Simulations 

• Gamma-ray like proton events 

• Conclusions
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Why do we need simulations for CTA?

• during preparation phase: 
• site selection 
• array layout optimisation 
• design optimisation 

• during pre-construction design phase 
• verification of requirements 

• during operation phase 
• calculation of instrument response functions

| CTA Simulations for Pedestrians | Gernot Maier
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Simulations / Measurements / Analysis
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Extensive Air Showers
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2.1. AIR SHOWERS

Fig. 2.1: a) Schematic view of the development of the two di↵erent types of air showers:
electromagnetic (left) and hadronic (right) [Otte (2007)].
b) Monte-Carlo simulations of extensive air showers show the longitudinal developments
of a cascade initiated by a single 100 GeV photon and a single 100 GeV proton. Red
tracks are used to indicate electrons, positrons and gamma rays. [Schmidt (2005)]7



Extensive Air Showers
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Extensive Air Showers
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Cherenkov Emission
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Index of refraction
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cally only detected in the region of the almost uniformly illumi-
nated central Cherenkov light pool. The optimum bunch size is
highly dependent on the detector configuration and best defined
by the user in the CORSIKA inputs file. See [4] for instructions.
Too low values are always safe, but inefficient, while too high val-
ues will result in artificial image fluctuations, as illustrated in
Fig. 3. In a typical configuration with conventional PMTs, a bunch
size of 5–10 for a wavelength range from 250 to 700 nm should
be fairly safe without the CEFFIC option. With the CEFFIC option,
where the detection efficiency is included in CORSIKA itself instead
of the detector simulation, bunch sizes above one can generally not
be recommended.

For a given bunch size, the track segment is sub-divided into
steps such that in each step one photon bunch is emitted into a
random direction on the Cherenkov cone. The actual size of each
bunch and the Cherenkov cone opening angle, defined by
cosh = 1/(bn), depend on the index of refraction n and the velocity
v = bc of the particle at the emission point. The wavelength k of the
photons is usually unspecified (unless the CEFFIC or CERWLEN
options are used) and may be randomized by the detector simula-
tion to follow the 1/k2 distribution in the predefined wavelength
range.

Where even more detailed simulations are desired, a random
wavelength can be selected in CORSIKA and the wavelength depen-
dence of the index of refraction (see Fig. 4) taken into account to
determine the emission angle and the amount of light, i.e. bunch
size. This level of detail is not normally needed and has a significant
impact on performance, and is therefore only enabled on request
(CERWLEN option). Normally, the index of refraction n is assumed
independent of wavelength and should correspond to an effective
wavelength, by default 400 nm. Depending on the configured atmo-
spheric profile, the refractivity n ! 1 is assumed proportional to the
density of the air or interpolated from a table where the depen-
dence on humidity and temperature may be included, typically
based on radiosonde data for the site in question.

2.2. The IACT/ATMO package

The original Cherenkov light implementation in CORSIKA itself
was designed to match a rectangular detector array on a horizontal

plane. This does not allow to match most actual or non-horizontal
detector layouts. For large zenith-angle observations, the concept
of horizontally flat detectors will even have difficulties with rect-
angular telescope arrays.

An extension package for CORSIKA, written in the C language,
overcomes these limitations. The IACT/ATMO package, together
with its corresponding interfaces in CORSIKA, serves several pur-
poses: the geometry of an IACT array can be matched to actual con-
figurations, use of a machine- and compiler-independent data
format, use of tabulated atmospheric profiles, and taking atmo-
spheric refraction into account.

An array of telescopes or other detectors is defined by the (xi,yi, -
zi) positions of the centres and the radii ri of any number of fiducial
spheres (currently limited to 1000 in CORSIKA input handling). For

Fig. 3. The effect of different bunch sizes on the image obtained with simulated IACTs. All samples show the same 1.8! " 1.35! part of the field-of-view of a 24 m telescope
looking at a 62 GeV gamma-ray shower from 117 m core distance. The red cross in each panel indicates the true direction of the incident gamma-ray (for other symbols see
also Fig. 14). The colour scale at the bottom indicates the intensities found in each 0.07! pixel, in units of the average intensity from single photo-electrons (p.e.). Top row: No
CEFFIC option, atmospheric transmission and photon detection handled only by sim_telarray; left–right: bunch sizes of 5, 50 and 500 (recommended: 5–10). Bottom row:
With CEFFIC option, detection efficiency applied in CORSIKA: bunch sizes of 1, 10 and 100 (recommended: 61). Bunch sizes in the left column are small enough to show the
actual smooth image, in the middle column artificial fluctuations are already apparent, and in the right column the artificial fluctuations dominated over the true fluctuations
in the shower.
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K. Bernlöhr / Astroparticle Physics 30 (2008) 149–158 151

usually ignored for efficiency reasons



Imaging Technique - Air Showers

!13| CTA Simulations for Pedestrians | Gernot Maier

10 GeV

500 GeV Cherenkov photon  
densities on 

ground



Lateral distribution comparison
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Lateral distribution comparison
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Geomagnetic Field
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Atmosphere

• aerosol layers  

• molecular profile  

• clouds 

• different levels of ozone  

• star field and/or night-sky background 
levels 

| CTA Simulations for Pedestrians | Gernot Maier



MODTRAN, K.Bernlöhr (2000)

Propagation of Cherenkov Photons in the Atmosphere
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Deep tropospheric ozone intrusions might be an issue for CTA S  
Aerosols and ozone content shows significant variability at each site
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Multiple Scattering of Photons
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( )K. BernlohrrAstroparticle Physics 12 2000 255–268¨264

Fig. 10. Phase functions, i.e. relative intensity of scattered light per
Ž .unit solid angle, for Rayleigh scattering dotted , the MODTRAN

w x Ž .12 2–10 km tropospheric aerosol model dashed and the
Ž .Henyey–Greenstein function of gs 0.66 solid line . Also shown:

MODTRAN phase functions for rural and maritime 0–2 km
Ž .boundary layer thin dot-dashed lines .

CORSIKA 5.70 program an U.S. standard atmo-
spheric profile was used unless otherwise noted.

ŽAtmospheric transmission coefficients including ab-
.sorption and scattering on aerosols were used as

calculated with the MODTRAN rural haze model.
The scattering algorithm used with CORSIKA in-
cludes multiple scatterings although these turned out
to be insignificant. An observation level at an alti-
tude of 2200 m is assumed. Since the relevance of
scattered light is wavelength dependent, usual obser-
vation conditions are simulated by applying the

Ž .quantum efficiency curve of a photomultiplier PM
with borosilicate glass window and bi-alkali photo-
cathode and the reflectivity of an aluminised mirror.

The relevance of scattered light integrated over
the whole sky is shown in Fig. 11 for 100 TeV
proton showers. Note that within the central 200 m,
1–3% of the total Cherenkov light is scattered light
Ž .for integration times below 100 ns . This fraction is
increasing with distance since the lateral distribution
of scattered light is flatter than that of the direct
light. Within the central kilometer, aerosol scattered
light dominates over Rayleigh scattered light. Be-
yond a few kilometers from the core and for integra-
tion times of more than one microsecond, scattered
light eventually exceeds the direct light. Note that,
for the short integration times, the smaller field of
view of non-imaging Cherenkov counters like

w x w xAIROBICC 19 or even BLANCA 20 will not

much reduce the amount of scattered light. Most of
the scattered light arriving within a few 10 ns of the
direct light is scattered by no more than ten degrees.

In the imaging atmospheric Cherenkov technique
the Cherenkov light is integrated over a much smaller
field of view and, generally, over a very short time

Ž .interval 20 ns or even less . In this case the impact
of scattered light is even smaller. As a conservative
measure of scattered light all light in a 58 diameter
field of view of a Cherenkov telescope centered on a
gamma source is counted here – although in practice
pixels more than 0.58 from the image major axis
would generally be below a minimum threshold and
not counted. Note that almost all light scattered by
less than 2.58 has a delay of less than 10 ns with
respect to direct light and short integration times
would not significantly suppress scattered light.

In the small field of view of such telescopes the
scattered light has approximately the same path length
as direct light and the ratio of scattered to direct light

Žapproximately scales with the airmass 1rcos z for a
.plane-parallel atmosphere . Since experimental

groups are more concerned about scattered light in
large-zenith-angle observations than near vertical,
Fig. 12 shows the case for zenith angle zs 608.

ŽEven in this case, scattered light is quite marginal of
y 3 .the order of 10 .

Fig. 11. Lateral density of direct, aerosol scattered, and Rayleigh
scattered light in vertical proton showers of 100 TeV primary

Ž .energy average of 10 showers for different integration times.
Note that integration intervals at different core distances are
shifted approximately such as to maximise the integrated average
signal at each distance interval. Mirror reflectivity and PM quan-
tum efficiency curve are applied for the conversion from photons
to photo-electrons. A tropical atmospheric profile was used in this
case.

Currently ignored - treated as lost photons



Propagation of Cherenkov Photons in the Atmosphere
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MODTRAN & K.Bernlöhr (2000)
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Molecular profiles
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Cherenkov light production

• a single singly-charged vertical particle could emit up to half a 
million photons 

• gamma shower of 100 TeV may result in more than 100 billion 
photons  

• challenge to simulate! 
• ignore wavelength dependency of index of refraction 
• photons are emitted in bunches (typically 5 photons per bunch)

| CTA Simulations for Pedestrians | Gernot Maier

continuous energy loss

density of atmosphere

Step size needs to be small enough (e.g. bending in geomagnetic field)
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VERITAS  

• 4 x 12 m diameter telescopes 
• 4 x 500 pixel PMT cameras 
• 500 MHz FADC readout 
• Sensitivity <1% in 25 h 
• Energy range 100 GeV to 30 TeV 
• typically per year: 
• 850 h dark operation 
• 200 h moonlight operation 
• 250 h very bright moonlight conditions 

• in operation since >10 years: 
• >12 000 h observations

| CTA Simulations for Pedestrians | Gernot Maier

3.5 deg field 
of view
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Large-size telescope 
23 m diameter 
>20 GeV 
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Telescope Simulations
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Optical Ray-tracing

• ray-tracing of Cherenkov photons through optical system 
•

| CTA Simulations for Pedestrians | Gernot Maier

Okimura 2017

Large-Sized Telescope

Not as complex as SCT or GCT 

ROBAST is used for shadowing, mirror alignment, tolerance analysis, sunlight 
avoidance, and other studies

16

By Koji Noda

44 A. Okumura et al. / Astroparticle Physics 76 (2016) 38–47

a b c

d e f

g h i

Fig. 8. (a) 3D model of an LST. The camera housing at the upper left is supported by egg-shaped masts which are stiffened with 26 tension ropes. (b) 3D model of an SCT.

The large ring-shaped disk is the primary mirror. The octagonal prism box is the camera housing in which 177 camera modules are installed. The upper-right part shows

the secondary mirror and its supporting structures. (c) 3D model of a GCT. Located in sequence from left to right are the secondary mirror, the camera housing, and the

primary mirror similarly to the SCT optical system. Note that the final designs and mirror positions of the three telescopes may differ from those of the 3D models presented

here. (d)–(f) Equivalent ROBAST geometries of (a)–(c), showing only the components casting shadows on the segmented mirrors. For visualization purposes, the thin ropes

in (d) appear wider than in reality. (g)–(i) Spot diagrams of the optical systems at a field angle of 1°. The spot diagrams shown here are for ideal optical systems and do not

represent the actual performance. Misalignment of the segmented mirrors or any deviation in the mirror shapes have not been taken into account. (Image credit for figures

(a)–(c): the CTA Consortium. (d)–(i): Taken from [29]).

ROBAST Applications in CTA

Optical-system 
simulations for LST, SCT, 
and GCT 
‣ Segmented parabola 

‣ Schwarzschild–Couder 

‣ PSF, shadowing, sunlight, 
stray-light control, and 
tolerance analysis 

Light-concentrator 
simulations for LST and 
MST 
‣ Hexagonal Winston cones 

(FlashCam) 

‣ Hexagonal Okumura 
(Bézier) cones (LST) 

Xcheck of sim_telarray
7

Okumura+ (2016)



Digitisation, Trigger, Readout
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CTA meeting   15 05 2017

CARE simulation
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Figure 2 – Very simple illustration of the FADC signal creation.

CTA Analysis & Simulation Working Group Page 9 of 32 DOC-MC-PAR-DESC | v.1.1 | 31 May 2018



Amplitude distributions
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(as used with H.E.S.S.) and multiple, phase-shifted FADC modules
for achieving a high sampling rate (as used with HEGRA).

For the analogue signal at the comparator or discriminator in-
put, an internal sampling short compared to actual pulse durations
is required. Typically, a 250 ps time interval is used for pulses of a
few nanoseconds. Where the camera digital electronics should pro-
vide only an integrated signal, a sufficiently fine-grained internal
sampling is used in the first place and the signal is added up after-
wards. Otherwise the actual sampling of the read-out system is
used and the common phase of the digitization (across the whole
camera) is randomized with respect to the photon arrival times.
For each photo-electron, the pulse shapes are scaled by the random
single-p.e. response and shifted according to the photon arrival
time plus PMT transit time including a random jitter. All single-
p.e. signals from the Cherenkov light as well as the NSB photons

are added up. For pixels exposed to too much star light, limits
are available when the pixels are disabled in the trigger and when
their HV would be turned off to avoid damage.

For a realistic response of the trigger system, the switching
behaviour of the comparators or discriminators and the rise and
fall times of their output signal – typically on the order of a nano-
second – has to be taken into account, as illustrated in Fig. 12. And
they will not switch instantly when the signal exceeds the prede-
fined threshold. This can be either achieved by demanding a min-
imum time-over-threshold or a switching charge (minimum area
between pulse shape and threshold level). The sim_telarray pro-
gram even takes possible variations in the output amplitude from
device to device – 10% being not uncommon – into account. Since
the telescope trigger decision is based (at least effectively) on a
second comparator or discriminator decision applied to the sum
of pixel logic outputs, this has testable consequences. A fully digital
trigger decision would correspond to zero rise and fall times as
well as identical amplitudes of all pixel logic outputs. In reality,
the signals are so short that the pulse shape of pixel logic outputs
should not be ignored. As an example, the – originally unexpected
– smooth change in trigger rate of the first H.E.S.S. telescope as a
function of the multiplicity threshold could be readily explained
by the available simulations, with comparator properties according
to manufacturer specifications. This is illustrated in Fig. 13.

The telescope trigger logic, i.e. comparator or discriminator out-
puts from which pixels can be combined to form a telescope trig-
ger, is different for each IACT array. In HEGRA a next-neighbour
logic was used and in H.E.S.S. a sector logic based on 8 ! 8 pixel
sectors, while Smart Pixel [19] and other designs differ again.
The sim_telarray program aims to be fully flexible in this area
and its configuration files include lists of all pixel combinations
from which a telescope trigger can be formed via a (multiplicity)
threshold in the sum of corresponding comparator/discriminator
outputs.

The last step in the trigger decision of an IACT array will be the
system trigger, usually as a requirement of at least two telescope
triggers within a short time window, after correcting for the ex-
pected time delay as a function of the system viewing direction
and the telescope positions. The required width of the window –
typically several 10 ns – depends not only on the fields-of-view
of the telescopes but also on the stability of the transmission lines
(cable or optical fibres) from the telescopes to the central or dis-
tributed system trigger logic. Since random system trigger rates
are typically very low and the width of the system trigger time
window therefore usually chosen wide enough, any changes in
transmission delays can be ignored by sim_telarray. Since the
delay times are compensated automatically in sim_telarray,
the telescope multiplicity and the width of the coincidence time
window are usually the only parameters needed. Optionally,
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times higher afterpulse ratio than the other (see Fig. 10). Simulations assume a
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same trigger rate as with low Q.E. PMTs. When afterpulsing is included (thick solid
and dashed lines), the higher Q.E. PMT turns out to be unusable, at least with 3-fold
pixel coincidences, because the required threshold would be at least three times as
large as for the low Q.E. PMT type.
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156 K. Bernlöhr / Astroparticle Physics 30 (2008) 149–158

4 Description of MC model Parameters 4.3 SST-2M GCT-S - photon conversion

Figure 10 – Single photo-electron response as a function of amplitude for the photodetectors in the SST-2M GCT-S camera.

CTA Analysis & Simulation Working Group Page 20 of 43 DOC-MC-PAR-DESC | v.1.0 | 31 May 2018



Night-sky background
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Camera trigger rates
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(as used with H.E.S.S.) and multiple, phase-shifted FADC modules
for achieving a high sampling rate (as used with HEGRA).

For the analogue signal at the comparator or discriminator in-
put, an internal sampling short compared to actual pulse durations
is required. Typically, a 250 ps time interval is used for pulses of a
few nanoseconds. Where the camera digital electronics should pro-
vide only an integrated signal, a sufficiently fine-grained internal
sampling is used in the first place and the signal is added up after-
wards. Otherwise the actual sampling of the read-out system is
used and the common phase of the digitization (across the whole
camera) is randomized with respect to the photon arrival times.
For each photo-electron, the pulse shapes are scaled by the random
single-p.e. response and shifted according to the photon arrival
time plus PMT transit time including a random jitter. All single-
p.e. signals from the Cherenkov light as well as the NSB photons

are added up. For pixels exposed to too much star light, limits
are available when the pixels are disabled in the trigger and when
their HV would be turned off to avoid damage.

For a realistic response of the trigger system, the switching
behaviour of the comparators or discriminators and the rise and
fall times of their output signal – typically on the order of a nano-
second – has to be taken into account, as illustrated in Fig. 12. And
they will not switch instantly when the signal exceeds the prede-
fined threshold. This can be either achieved by demanding a min-
imum time-over-threshold or a switching charge (minimum area
between pulse shape and threshold level). The sim_telarray pro-
gram even takes possible variations in the output amplitude from
device to device – 10% being not uncommon – into account. Since
the telescope trigger decision is based (at least effectively) on a
second comparator or discriminator decision applied to the sum
of pixel logic outputs, this has testable consequences. A fully digital
trigger decision would correspond to zero rise and fall times as
well as identical amplitudes of all pixel logic outputs. In reality,
the signals are so short that the pulse shape of pixel logic outputs
should not be ignored. As an example, the – originally unexpected
– smooth change in trigger rate of the first H.E.S.S. telescope as a
function of the multiplicity threshold could be readily explained
by the available simulations, with comparator properties according
to manufacturer specifications. This is illustrated in Fig. 13.

The telescope trigger logic, i.e. comparator or discriminator out-
puts from which pixels can be combined to form a telescope trig-
ger, is different for each IACT array. In HEGRA a next-neighbour
logic was used and in H.E.S.S. a sector logic based on 8 ! 8 pixel
sectors, while Smart Pixel [19] and other designs differ again.
The sim_telarray program aims to be fully flexible in this area
and its configuration files include lists of all pixel combinations
from which a telescope trigger can be formed via a (multiplicity)
threshold in the sum of corresponding comparator/discriminator
outputs.

The last step in the trigger decision of an IACT array will be the
system trigger, usually as a requirement of at least two telescope
triggers within a short time window, after correcting for the ex-
pected time delay as a function of the system viewing direction
and the telescope positions. The required width of the window –
typically several 10 ns – depends not only on the fields-of-view
of the telescopes but also on the stability of the transmission lines
(cable or optical fibres) from the telescopes to the central or dis-
tributed system trigger logic. Since random system trigger rates
are typically very low and the width of the system trigger time
window therefore usually chosen wide enough, any changes in
transmission delays can be ignored by sim_telarray. Since the
delay times are compensated automatically in sim_telarray,
the telescope multiplicity and the width of the coincidence time
window are usually the only parameters needed. Optionally,

3-fold pixel multiplicty

high Q.E.

low Q.E.

50 100
1

10

103

102

104

105

106

107

200

Pixel threshold [mV]

C
am

er
a 

tr
ig

ge
r r

at
e 

[H
Z
]

with afterpulses

no afterpulses

Fig. 11. Example evaluation of PMT specifications for use in a future Cherenkov
telescope. One PMT type has a slightly higher quantum efficiency but also a five
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Gamma-hadron separation
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reconstructed energies roughly 10 TeV
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between source and reconstructed shower direction. Obvi-
ously, this cut suppresses a significant part of the isotropic
background, while retaining the source events. The better
the angular resolution of the telescope array, the more
restrictive this cut can be chosen.

The following c–hadron selection cuts have been used:
candidate events are accepted as c-rays if MSCW < 0.3,
MSCL < 0.45, and H2 < 0.015 deg2. (To increase the num-
ber of c-like proton events a much wider direction cut for
proton events of H2 < 1 deg2 is applied in the following.
All results are then scaled to the opening angle of
H2 < 0.015 deg2.).

Table 1 shows that only about one in seven million sim-
ulated proton showers passes the trigger and reconstruc-
tion requirement and the c–hadron separation cuts (this
value depends on the size of the scatter area). With the
described c–hadron selection cuts a hadron suppression
factor of about 2000 relative to the number of recon-
structed proton events is achieved. In contrast, one out of

200 simulated c-rays passes these cuts, about 60% of all
reconstructed c-rays are lost in the process. The term c-like
event is used in the following for an event which passed all
cuts described above.

Fig. 3 shows the integral rates for protons for quality
cuts only (at least 5 pixels per image, successful image
parameterisation, and reconstruction of shower direction
and impact point) and after c/hadron separation cuts have
been applied.

3. A closer look at c-like proton showers

The proton events which pass all c–hadron separation
cuts, described in the previous section, end inevitably in
the c-ray sample. It is known that the decay of high-energy
neutral pions into two c-rays in an early stage of the
shower development is often the reason for proton showers
to look like c-ray showers (see e.g. [25]).

However, in our event sample we find a second class of
c-like events. These are events with high-energy muons
(>few GeV) near the array center. Cherenkov light emitted
from these muons is usually confined to a much smaller
area than Cherenkov light from air showers, but high local
photon densities can trigger telescopes and display c-like
images. Due to the small lightpool of an energetic muon,
multiple telescope images occur only if telescopes are close
to one another. The array layout considered here, with dis-
tances between individual telescopes as small as 49 m,
causes the relatively large sensitivity to such muonic events.
Generally, distances between telescopes are much larger, in
the range of 80 m (e.g. the future VERITAS array or
MAGIC-II) to 120 m (e.g. H.E.S.S.), and consequently
the muon sensitivity is reduced for those arrangements.

3.1. Muonic c-like proton showers

The total number of Cherenkov photons emitted by a
muon and their spatial distribution depends mainly on
the muon energy (the number of Cherenkov photons NC

produced per path length s is dNC=ds /
R

sin2 HC=k
2dk.

Table 1
Overview of number of simulated and reconstructed events, number of selected events, and fraction of events with telescope multiplicity 2, 3, and 4

Number of
simulated events

Fraction of
reconstructed events

Fraction of
c-like events

Ntel = 2 (%) Ntel = 3 (%) Ntel = 4 (%)

QGSJet/FLUKA (proton simulations)
All events 4.6 · 108 3.3 · 10!4 1.5 · 10!7 83 13 4
Fl < 0.5 – – 70 65 99 100
Fl > 0.5 – – 30 35 1 0

Sibyll/FLUKA (proton simulations)
All events 5 · 108 3.4 · 10!4 1.5 · 10!7 83 13 4
Fl < 0.5 – – 72 67 99.5 100
Fl > 0.5 – – 28 33 0.5 0

c-rays
All events 5 · 106 1.2 · 10!2 5 · 10!3 6.9 26.4 66.7

Note that the rows for p0-like (Fl < 0.5) and muon-like events (Fl > 0.5) quantify the number of 2, 3, or 4-telescope events as fraction of all events with the
same number of telescopes. Selected events are events with MSCW < 0.35, MSCL < 0.45, and H2 < 0.015 deg2.
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Fig. 3. Integral rates of primary protons after quality cuts, and after
c–hadron separation cuts (QGSJet/FLUKA simulations).
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Eventdisplay: An Analysis Package for Gamma-ray Astronomy Gernot Maier

The energy of each gamma-ray is estimated from Monte Carlo simulations. The calculation
uses lookup tables [14] or regression boosted decision trees and determines the energy of an event
as a function of impact parameter, integrated charge per image, level of night-sky background,
azimuth and zenith angle, and array configuration.

2.5 Gamma-selection techniques
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Figure 2: Distribution of cut variables for events with high energies (⇡ 10 TeV). Signal events are simulated
gamma rays, background events consist of proton events. See text for a description of the parameters.

The majority of the far more numerous background events due to cosmic rays are rejected by
comparing the shape of the event images in each telescope with the expected shapes of gamma-ray
showers determined with MC simulations. Several variables are used for gamma-hadron separation
(all are explained below): mean-scaled width and length, shower direction, spread of the energy
reconstruction, and height of the maximum Cherenkov emission.

Mean-scaled width and mean-scaled length parameters [14] are calculated in Eventdisplay us-
ing lookup tables based on MC simulations of gamma rays. The height of the maximum Cherenkov
emission is determined by triangulation using the centroid position of the images and the telescope
positions. Energies are reconstructed per telescope, as described in the previous section. For
gamma rays, the spread in reconstructed energy between the telescopes is much lower than for
hadrons. The reason for this is the irregularity of the hadronic showers, which leads to larger fluc-
tuations in the measured Cherenkov light at the location of each telescope. Figure 2 shows the
distribution of these variables for gamma-ray and proton events as determined from MC simula-
tions for events with reconstructed energies of about 10 TeV (the shape and mean values change
with energy).

There are a variety of options for the gamma-ray hadron separation routine in Eventdisplay,
ranging from box cuts using single-telescope or stereo parameters to energy-dependent cuts based
on multivariate methods: Boosted decision trees (BDT) as implemented in the TMVA package

6

Maier & Knapp 2007

Triggered : Reconstructed : After Cuts = 

400 Hz : 350 Hz : <1 Hz 

VERITAS like 
instrument

Remaining background: 
gamma-ray like proton events
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Prod3b	output	files	written

Prod3b	
~100	Mio	MHS06	CPU	hours/year
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Less	than	10,000	proton	
events	left	after	all	cuts…	
(and	each	MC	shower	has	
been	used	10	times)
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T. Hassan et al. / Astroparticle Physics 93  (2017) 76–85  81 
shown in this work are calculated for 50 hours of observation 
time. 
The analysis chains used show consistent differential sensitivity 

[7] , considering the significant differences between them (image 
cleaning algorithms, shower reconstruction, quality cuts and back- 
ground rejection power). In addition, the conclusions of this work 
do not change with the selected analysis chain to perform the 
different performance comparisons. It is expected that the perfor- 
mance of the future CTA reconstruction pipeline with more sophis- 
ticated analysis chains (e.g. improved stereo reconstruction [35–
37] , image cleaning [38,39] or model analysis [40] ) will provide a 
significant improvement as compared to the results presented in 
the following, as they are obtained with traditional analyses opti- 
mised for the current generation of IACTs, with 2–5 telescopes in 
operation. 

CTA candidate sites scientific performance evaluation was car- 
ried out using all available analysis chains cited in this section. 
From here on, for clarity, results shown correspond to the Event- 
display analysis. 
5. Science performance 

As introduced in Section 2 , the primary performance criteria for 
the site evaluation is the differential sensitivity over the entire en- 
ergy range of CTA, from 20 GeV to 300 TeV. Five bins of equal 
logarithmic width are used per energy decade. 

As good sensitivity is required over the complete energy range 
defined above, the figure of merit used for the comparison of the 
science performance at the different site candidates is the so-called 
performance per unit time (PPUT). It is defined as the geometric 
mean through individual energy bins of the inverse of the sensitiv- 
ity normalised to a reference sensitivity: 
PPUT = 

( 
N ∏ 

i =1 
F sens , ref (i ) 

F sens (i ) 
) 1 /N 

(3) 
where F sens,ref is the reference sensitivity and F sens the achieved 
one through N bins in energy, from 30 GeV to 200 (20) TeV for 
CTA South (North). The reference sensitivity (used for normaliza- 
tion) was derived from the analysis of previous simulations car- 
ried out by the Consortium (see [9] ) for a site at 20 0 0 m altitude 
and with a geomagnetic field strength and orientation intermedi- 
ate between that found at the Aar and Tenerife sites. These previ- 
ous MC simulations for CTA were based on initial and conservative 
assumptions of telescope parameters and simplified readout sys- 
tems, therefore PPUT values are expected to be significantly larger 
than 1, higher for candidates with better (lower) differential sensi- 
tivity across the whole energy range. 

In order to also evaluate the effect of the GF on the angular 
resolution over the whole energy range of CTA, a similar figure of 
merit is defined analog to the PPUT. The Angular Performance (AP) 
is defined as the geometric mean through individual energy bins 
of the inverse of the angular resolution normalised by a reference 
angular resolution: 
AP = 

( 
N ∏ 

i =1 
!0 . 68 , ref (i ) 
!0 . 68 (i ) 

) 1 /N 
(4) 

where !0.68,ref is the reference angular resolution and !0.68 the 
calculated one from each candidate site through N bins in energy, 
from 30 GeV to 10 TeV (energies in which the effect of the GF is 
more relevant), defined as the 68% containment radius (i.e. the an- 
gle within which 68% of reconstructed gamma rays are contained, 
relative to the simulated direction). Reference angular resolution, 
similar to the reference sensitivity, was derived from the analysis 

Fig. 3. On-axis differential point-source sensitivity for the considered CTA site can- 
didates located in the Southern Hemisphere (see Table 1 ) as a function of the recon- 
structed energy. Average sensitivities calculated from telescopes pointing towards 
the North and the South at 20 ° in zenith angle are shown. The layout candidates 
“2A” have been used. Differential sensitivities are derived for 50 h of observations. 
The dashed lines indicate the flux of a Crab Nebula-like source scaled by the fac- 
tors indicated in the figure. Horizontal “error” bars indicate the bin size in energy, 
while vertical ones show the uncertainty of the flux sensitivity, derived from prop- 
agating the statistical uncertainties associated to MC event statistics. Bottom: sensi- 
tivity ratios are calculated with respect to the “Aar” site (smaller ratios mean better 
sensitivity). 

Fig. 4. Same as Fig. 3 , but the simulation results for the Northern sites are shown. 
The layout candidates “2N” have been used. Bottom: sensitivity ratios are calculated 
with respect to the “SPM” site. 
of a previous production of CTA simulations (see [9] ). Higher AP 
will be found for candidates with better (smaller) angular resolu- 
tion across the whole energy range. 

Note the cut optimisation is performed independently for the 
analysis of each site, maximising differential sensitivity. The angu- 
lar resolution curves shown in this work are calculated using these 
cuts, therefore they only represent a conservative estimation of the 
future angular performance of CTA. Angular resolution improves by 
imposing tighter cuts (e. g. on event multiplicity) at the expense of 
reducing differential sensitivity. 

Hassan et al 2017
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condition to use only 2-telescope triggers of pairs with lar-
ger distances (e.g. pairings other than Telescope T1 + T4)
or to require >2 triggered telescopes. This suppresses muo-
nic events at the trigger level (rejection of 2-telescope trig-
gers on T1 + T4 reduces the number of muonic c-like
events by about 40%), but also reduces the sensitivity to
primary c-rays at low energies. Another approach uses
the difference in the emission height of the Cherenkov pho-
tons [3] of muonic c-like events and c-ray showers. The
production height of Cherenkov photons from muons (in
muonic two-telescope events) is typically below 2–3 km
above ground. In contrast, Cherenkov light from air show-
ers is emitted around the shower maximum at typically
8–10 km height.

The distance c between the image centroids in the cam-
eras of two telescopes pointing towards the source (parallel
pointing mode) is related to the distance D of the telescopes
to each other and the height of the Cherenkov emission
maximum h by c = D/h. Fig. 7 shows the distributions of
h, estimated with this simple relationship for c-rays and
muonic c-like events. There is a very clear separation
between the two distributions, and with a cut at h = 4 km
about 80% of all muonic c-like events can be suppressed,
while less then 2% of the c-ray events are lost.

3.2. Pion-induced c-like proton showers

A proton shower is approximately a superposition of
many electromagnetic sub-showers initiated by the decay
of neutral pions, and of muons from the decay of charged
pions. The different sub-showers produce an irregular
Cherenkov photon distribution at the ground, and thus
the images of proton showers in the camera of an IACT
are usually patchy and broad. This makes most of them
easily distinguishable from c-ray showers. For a c-like

image, a proton shower must either be dominated by one
subshower or only one of the sub-showers is seen by the
telescopes (see example in Fig. 4 left). Therefore, in the fol-
lowing, particle production in the early shower develop-
ment is investigated, and especially those secondary
particles which carry a significant part of the primary
energy. Events with a 3-fold array trigger are selected to
remove all muon-induced events from the simulated event
sample.

Fig. 8 shows the distribution of secondary particles in
the first interaction in proton showers. Only particles with
an energy of at least 20% of the primary energy are
counted. While the distribution for all simulated events
shows the expected ratio of charged to neutral pions of
2–1, this ratio approximately reverses for particles in events
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array is used and only events with estimated energy between 50 and 200 GeV
are plotted. For each histogram, the sum of bin values is normalized to 1.

tively. In Appendix A we check if the applied by us cleaning
algorithm has any significant impact on the computed fraction
of SES-dominated events. No strong influence is found.

In Fig. 7 we present the separation power for different classes
of events. As expected from Fig. 6, both the SES-dominated and
Sπ0S-dominated events are difficult to distinguish from γ-ray
initiated shower. Only about 60% of such events are rejected
with a G80 cuts (note that those cuts reject also 20% of γ rays).
This is nearly an order of magnitude worse than for events with-
out a dominating Sπ0S and improves only very slowly with en-
ergy. It is interesting to note that, despite about twice larger
fraction of Sπ0S-dominated events than SES-dominated events,
the separation power of both types of events is very similar.
This suggests that such single-Sπ0S-double-SES events are still
similar to a single SES-dominated events and thus hard to sep-
arate from primary γ rays.

3.1. SES- and Sπ0S-dominated events from protons and helium

In Fig. 8 we compare the distributions of SESmax for pro-
tons and helium. The sharp peak at zero is produced mostly by
muon-dominated events. The distribution for helium-initiated
showers is shifted to lower values. It is in line with the typi-
cal approximation of helium nuclei as a superposition of four
protons with four times smaller energy. I.e. in helium a higher
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superposition of individual nucleons and a nucleus-nucleus collision as a number of independent nucleon-
nucleus collisions. This is by construction asymmetric and therefore the Nitrogen-Nitrogen collisions
result in asymmetric pseudorapidity distributions. SIBYLL produces > 4× more particles in Nitrogen-
Nitrogen than in p-Nitrogen collisions, while for QGSJET and EPOS this factor is only about 2. Thus,
for composition studies based on differences in the muon yield in showers from different nuclei, it is better
to rely on QGSJET or EPOS.

The large differences in η between models and the comparison with first collider data at high energies
indicate that some aspects of the models are not correct and need adaptation. Although currently there
are only few measurements in the relevant forward region and LHC is not yet running at its maximum
energy, LHC results, in particular, the results of the LHCf experiment [15] provide already constraints
to some of the model parameters. Future measurements of the total proton-proton cross section and of
particle production at

√
s = 14 TeV will greatly help to tune the models further.

4. Air Showers

Showers were simulated at energies of 1012 , 1015 and 1019 eV, i.e. at typical energies relevant to
Cherenkov telescopes (such as HESS [16], VERITAS [17] and MAGIC [18]), small air shower arrays (such
as KASCADE [19] and LHAASO [20]), and experiments for the highest energies (e.g. the Telescope
Array [21] or the Pierre Auger Observatory [22]), respectively. The first interaction point of the primary
particle was fixed at typical values for the respective primary energy, to exclude the effect of shower-
to-shower fluctuations due to the varying point of first interaction and to concentrate on differences in
average shower shape. For each energy the average longitudinal development and the lateral distribution
of particles at ground level have been determined. Also characteristic observables were evaluated, such as
the average values of the atmospheric depth of the shower maximum, Xmax, the particle number at the
shower maximum, Nmax, the Cherenkov photon lateral distribution at ground level, the electron-to-muon
ratio at ground level, the energy that would be released in an Auger-like water Cherenkov detector at
1000 m core distances (S1000) [23] and the time in which the integrated signal grows from 10% to 50%,
t1/2 [24]. Simulations have been performed for the QGSJET variants as well as for SIBYLL 2.1 and EPOS
1.99 to allow comparisons between the scale of the uncertainties due to parameter variations within a
model, and due to model-to-model variations.

4.1. Low Energies (1012 eV)

At 1012 eV very little variation is found in both the lateral distribution and the longitudinal develop-
ment, for the QGSJET options, with differences being ≤ 10% for all quantities investigated. This is not
surprising as the energy is close to the accelerator energies at which the models have been tuned.

However, as the number of shower particles reaching ground level at this energy is very low, a more
appropriate observable is the lateral distribution of Cherenkov photons at ground level. The number
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Surprisingly little in literature…

Cherenkov Photon Density 
Relative to QGSJet-II

Unpublished internal 
CTA studies show 

differences up to a factor 
of two in remaining 

number of background 
events

Parson et al 2011
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Hadron Collider Physics Symposium 2012
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Figure 3. The energy vs pT for single gamma rays (left) and neutrons (right) from 7 TeV p-p collisions simulated by DPMJET3. The
lines shows the corresponding pseudorapidity ⌘ =8.77, 8.40, 7.60, 6.91 and 5.99 (from bottom to top), respectively.

Figure 4. The black dots show the energy spectrum of single � sample in di↵erent rapidity ranges ⌘ > 10.94 (left) and 8.81 < ⌘ < 8.99
(right) at 7 TeV p-p collisions [19]. Also shown the MC prediction by various hadron interaction models, SIBYLL 2.1 (green), EPOS
1.99 (purple), QGSJET II-03 (blue), PYTHIA 8.145 (yellow), and DPMJET3.04 (red). The top two and the bottom two panels show
the event rate per collisions and the MC/Data ratios, respectively.
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Fig. 2. Measured inclusive longitudinal momentum spectra of π0s at p-p,
√

s = 7 TeV. Each panel shows the
result for each transverse momentum bin with 0.2 GeV step. The black points and the colored lines indicate
the data and the MC predictions.

3. Recent results

3.1 Forward π0 measurements in LHC-Run1
During LHC-Run1, LHCf had several operations with p-p collisions at

√
s= 0.9 TeV, 2.76 TeV

and 7 TeV and with p-Pb collisions at
√

sNN= 5.02 TeV. LHCf results of measurements of forward
π0 production cross section in LHC-Run1 were found in Ref. [6], except p-p at

√
s= 0.9 TeV because

of zero acceptance for the detection. In the previous π0 result paper for p-p at
√

s= 7 TeV [7], we
analyzed the π0 events, so called Type-I π0 events, in which photon pairs were detected by the two
calorimeter towers. After the publication of the papar, we developed a new method to reconstruct
energies and pT of π0s in the events where photon pairs from π0 decays hit one calorimeter tower.
These events were called Type-II π0 events. The energy threshold of these Type-II π0 events is about
2 TeV, higher than the Type-I π0 threshold 600 GeV, however, the acceptance for high energy or high
transverse momentum π0 events is much higher than Type-I π0.

Figure 2 shows the measured inclusive longitudinal momentum spectra of π0s at p-p,
√

s = 7 TeV.
Combining the results of the Type-I and Type-II events, we had high statistics data from low energy
to more than 3 TeV/c. The colored lines indicate MC predictions. QGSJET II-04 [8] shows a best
agreement with the data in the tested models. EPOS-LHC [9] well reproduces the data spectra below
2.5 TeV although it predicts higher flux than the data above 2.5 TeV.

3.2 Forward photon energy spectrum at p+p
√

s = 13 TeV
The operation for p-p collisions at

√
s =13 TeV has been performed in June 2015. A part of the

data, taken on June 12 -13, was analyzed to measure the inclusive forward photon energy spectra. The

3■■■
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the data and the MC predictions.
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Combining the results of the Type-I and Type-II events, we had high statistics data from low energy
to more than 3 TeV/c. The colored lines indicate MC predictions. QGSJET II-04 [8] shows a best
agreement with the data in the tested models. EPOS-LHC [9] well reproduces the data spectra below
2.5 TeV although it predicts higher flux than the data above 2.5 TeV.

3.2 Forward photon energy spectrum at p+p
√

s = 13 TeV
The operation for p-p collisions at

√
s =13 TeV has been performed in June 2015. A part of the

data, taken on June 12 -13, was analyzed to measure the inclusive forward photon energy spectra. The
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Conclusions

• CTA Monte Carlo contributed to all major design 
decisions 
• telescope sizes and number of telescopes 
• site selections 
• layout 

• Next big step is the verification of the actual 
instrument design 
  

• And of course the fun starts with actual data ….

| CTA Simulations for Pedestrians | Gernot Maier


