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Big Picture Goals

Our job: extract as much information from experimental data

p(dataltheory)
p(data)

! t t

what we want hep-ex hep-ph/hep-th

p(theory|data) = p(theory)
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Big Picture Goals

Our job: extract as much information from experimental data

data|th
p(theory|data) = P Z(?at 8T)O]fy)p(theory)
! t t

what we want hep-ex hep-ph/hep-th

 What's the best way to do this in our Big Science setting?
« How can we collaborate best across theory-experiment divide?
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Three Challenges of Big Science

1. The data is large:
At a project level:

LHC: 1 EB today, O(30) EB HL-LHC (?)
LSST: O(1) EB
SKA: 0(0.5) EB/year

At an analysis level:
routinely O(100) TB that analysis teams

process as a small group - will be O(PB)
 how do we maintain explorative research?
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Three Challenges of Big Science

2. The data is unique:

There is only one LHC / LSST / SKA / ...
 What data products are released to the public?
« How do we ensure rigorous analysis if public?

Square Kilometer Array Robin Observatory / LSST LHC
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Three Challenges of Big Science

3. The data is complex:

In HEP:
 complex generative history across many energy scales
 heterogeneous detectors (nhot a single 100Mpx sensor / image)
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Three Challenges of Big Science

3. The data is complex:

* analysis heavily simulation-driven |

) . Experiment
 heavy reconstruction from raw — physics data Software
 exceeds data volume & resources of actual data
o extremely software-reliant (O(M) LoC)

Analysis
Software

Analyzing any part of the data is very expensive human resources-wise:

 can we prioritize human time over computing? — interactive analysis
* If we invest so much? = how do we exploit these analyses maximally?



Trends

Technical:

1. Machine Learning
 powerful & creeps into every aspect of scientific workflow
* raises questions of how analysis details are disseminated (th < ex)

2. Cloud Computing & Heterogeneous Future Present
 anybody can get access to vast amounts of compute
 new requirements on hardware / software (GPU, CPU, TPU, Dataflow,...)

can we use these to create new ways
to push our science forward?
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Trends

Political:

1. Open & FAIR Data
* publicly funded research must be accessible

2. Reproducibility
 Uniqueness of data & analysis — special responsibility

But how does this work at Big Science scale?

 usually not focus of those discussions.
« are there useful ways to interpret these buzzwords?
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(Open) Data Analysis at LHC Scale
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Open Data

CERN announces new open data

. _ policy in support of open science
Slgnlflca nt Development In H EP A new open data policy for scientific experiments at the Large Hadron Collider (LHC)

will make scientific research more reproducible, accessible, and collaborative

11 DECEMBER, 2020

All LHC Experiments agree to
release data publicly.

iIncluding software to analyze rigorously
* (e.g. systematic uncertainties)

Intent:
 foster more interdisciplinary collaboration
(e.g. ML, Theory, cross-experiment R&D, ... ) |accmon i rotiorsienicapainens e e fodoncatier s

presented to the CERN Council today. The policy commits to publicly releasing so-called level 3 scientific data,
the type required to make scientific studies, collected by the LHC experiments. Data will start to be released
approximately five years after collection, and the aim is for the full dataset to be publicly available by the close

Data storage solutions at the CERN data centre (Image: CERN)
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Open Data: a growing Ecosystem

New paradigm for HEP, we're learning.

CERN:

e develop supporting cyberinfrastructure

(Open Data Portal, Zenodo)

Experiments:
e how to release data to outsiders

Theorists:

 develop data analysis expertise
e own ecosystem of tools

Can you scale to realistic analysis?

EnergyFlow

Installation

Demos

Examples

FAQs

Jjupyter

nbviewer

il
o)

JUPYTER  FAQ />

ptebooks-collection-opendata 13-TeV-examples python

open data

ATLAS

Get running the full Hyy analysis using the 13 TeV dataset in 5 minutes!

Introduction The analysis is based on the 13 TeV Open Data. The ATLAS note ATL-OREACH-PUB-2020-001 can be used as a guide on the content, properties,
capabilities and limitations of the released datasets.

In the following, in about 5 minutes we are going to re-produce the H->yy analysis plots from the note.
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In [ ]: import os
import ROOT
from ROOT import TMath
import time

In [ ]: start = time.time()

Docs » Documentation » Datasets

CMS Open Data and the MOD HDF5 Format

Starting in 2014, the CMS Collaboration began to release research-grade recorded and simulaf
datasets on the CERN Open Data Portal. These fantastic resources provide a unique opportun
researchers with diverse connections to experimental particle phyiscs world to engage with cu
edge particle physics by developing tools and testing novel strategies on actual LHC data. Our §
making portions of the CMS Open Data available in a reprocessed format is to ease as best as
possible the technical complications that have thus far been present when attempting to use O|
Data (see also recent efforts by the CMS Collaboration to make the data more accessible).

To facilitate access to Open Data, we have developed a format utilizing the widespread HDF5 fi
format that stores essential information for some particle physics analyses. This "MOD HDF5

3 | Format" is currently optimized for studies based on jets, but may be updated in the future to su
other types of analyses.

To further the goals of Open Data, we have made our reprocessed samples available on the Zer|

Docs » Home

Welcome to EnergyFlow

EMD: 159.3 GeV

EnergyFlow is a Python package containing a suite of particle physics tools:

[CMS OD] / [Thaler et al.]

13

[ATLAS OD]



Benchmark Example: CMS Open Data Higgs — 4l Analysis

Anato my. (s=7TeV,L=23f", }s=8TeV,L=11.6fb"

- Dat
: CMS Open Data 32/3*1 %

TTBar
_ ZZ -> 4]
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w
o
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O @@b O

 C++ based data analysis (CMSSW) :
(event selection + feature comp) : *
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The physics Is there:
but requires large-scale compute
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Question: How quickly can we analyze the data*“ . Geteor N Jomar
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Benchmark Example: CMS Open Data Higgs — 4l Analysis

Answer: 5 minutes with cloud computing techniques — >1Tbps throughput

Fast enough to do 70TB analysis in real-time.

 Open Data as a tool for R&D to develop
interactive analysis systems @ HL-LHC

[KubeCon 2019]
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import tplotlib. ot as plt
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[R. Rocha (CERN IT), LH (ATLAS), C. Lange (CMS) ]




Setup

25k files @ 25k cores across 10 clusters

Uses Kubernetes to schedule work
» cluster system originated in Google

ROOT

C++

JSON

 can handle service, batch, interactive work

e containers: easy to deploy HEP s/w

Cloud characteristic: only CPUh matters

e 25k CPU @ 5 minutes =8 CPU @ 10d

(not true for physicist-hours, try to minimize time to do physics)

* individual user can get this on-demand

(as long as you can pay)

16

X 25k

Storage 70 TB (S3)

Cloud-native Clusters (25k cores)
4 \

P

Fast DB for intermediate results (Redis)
&P redis

Interactive Visualization (Jupyter)

®
_—
Jupyter
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Bringing the technology to HEP

 push to go beyond standard batch/grid picture

— Analysis Facilities / Science Platforms (cf: PUNCH4NFDI / IRIS-HEP)

e crucial for maintaining physics-driven/explorative data analysis
at next phase of physics experiments: technology choices matter.

Data

Software

Batch System

Grid Computing Site

I Data H Container Reg

f(x) || Cache||Spark

Coo®

Batch Jupyter
System Hub

Federated Analysis
Facility

B71v1 [cs.DC] 2 Mar 2021

Coffea-casa: an analysis facility prototype

[Adamec et al]

Matous Adamec', Gar
Oksana Shadura!, and

"University of Nebraska-]
“Morgridge Institute for

Abstract. [

loops; users 4

consider data

an effort to p|

sources and €|
interface and

nteractive col

based Coffea
In this paper,
vices offered

access and aul
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[Banek et al]

(I6.1) Why is the LSST Science Platform built on Kubernetes?

Christine Banek,! 4
K. Simon Krughof}

VAURA/LSST, Tucs{

Abstract. LSSTh
the LSST Science PII
decision, including

We then discuss the
as the deployment b
example of how an e
to deploy their own
needs. Finally, we dj
gain similar benefits.

1. Introduction

The Large Synoptic Surve

Using Kubernetes as an ATLAS
computing site

Fernando Barreiro Megino, Jeffrey Ryan Albert, Frank Berghaus, Danika MacDonell,

Tadashi

UNI #Jobs
& T
A ir

easily stored, copied, or analyzed, due to]

Panl

DA

ATLAS

EXPERIMENT

[Megino et al]
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DESY, Germany
(includes CMS/Uni-HH, IT)

30

Color codes are as follows: 0 / 1+ / 100k+ / 250k+ / 500k+ / 1M+ / 2.5M+ / 5M+ / 10M+

Folding@Home Teams Overall Rankings

Teams are color coded based on 24 hour average production.
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A Forti, D. South, I. Glushkov, R. Walker, M. Lassnig, LH




Is dumping PB of data open enough?
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Beyond Open Data

Open Data: with great freedom comes great responsibility
* allows looking at uncovered corners of the dataset (comp. feasible)
* but: cost of developing an analysis in full rigour is enormous

Are there other ways data can be "open"?
— instead of the source data, release the result data

What should we release?
 many types of results

Event Counts, post-fit parameters
p-value scans, ....

Events/5 GeV
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Remember:

p(data|theory)
p(theory|data) = pldatajthe -(-)-r-‘.x-)-'p(theory)

Likelihood Principle:
Full experimental information captured in the likelihood p(x | 6)!

 all analysis detalls are reflected in it

 most other types of results are derived from it. %‘? ( ;"VS‘S J

Best, almost lossless summary of the Likelihood
measurements performed by a data analysis (L'm'ts] [ ][Datalmc p.ots]
imi Measurements

[ Yield Tables ]
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1st PHYSTAT workshop:

=5« * preserve the likelihood!
* universal concept applicable to a broad set
BN 6ot cmtimome sou mudui ST of experiments (also beyond HEP)

WORKSHOP ON CONFIDENCE LIMITS

T e Massimo Corradi

It seems to me that there is a general consensus that what is really meaningful for an experiment
is likelihood, and almost everybody would agree on the prescription that experiments should give their

AR . proceepINGs | likelithood function for these kinds of results. Does everybody agree on this statement, to publish likeli-
P00037096 Editors: F. James, L. L hOO dS?

Louis Lyons

Any disagreement ? Carried unanimously. That’s actually quite an achievement for this Workshop.

GENEVA
2000

22



Likelihoods

How do we archive likelihoods?

Not straightforward:
p(x|6) could by anything! (Open World)

Obvious Candidate: RooFit workspaces

 Key development in early LHC stats
* designed as "sharable data product"

But:
e opaque, binary format
e tied to specific data analysis tool

23

What goes in a Workspace Commeie e Y

PPPPPPPPPPPPPPP

The workspace stores the full probability model and any data necessary to
evaluate the likelihood function

- it is the code necessary to evaluate the likelihood function at an arbitrary point
in the parameter space. It is not a big table of likelihood values!

-~ we are using the same ROOT technology that the LHC experiments are using
to save their data

- well supported, and supports “schema evolution” / backwards compatibility

» the probability model also allows you to generate toy data for any given
parameter point

- necessary for frequentist methods, goodness of fit, coverage)
» PDFs and functions can be extended by the user (source stored in workspace)

| will show some visualization of real-life LHC probability models. Let’s start with a
simple example:

RooGaussian: G

Y
RooRealVar : x RooRealVar : u RooRealVar : o

Kyle Cranmer (NYU) DESY, SUSY/BSM Fit Working Group, July 27, 2010 9

[K. Cranmer @ DESY 2010]




Likelihoods

p(x | 60) could by anything... but in reality they're not!

For LHC a very large fraction of analyses use standardized binned likelihood
functions built from data counts + simulation-derived templates

ATLAS: HistFactory —>  f(n,aln,x) = l_[ l_[ Pois (ncp | ver (1, X)) l—lcx(axlx) :

¢ € channels b € bins,. XEX
~ _ ~ _
—~— ~
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of multiple channels for “auxiliary measurements
c107*§F|'--'|-'--|----[|)-t ------- T
'_6 E . —— a_a
g 40F~ ® Data2011+2012 ATLAS ~ L 6L ATLAS Prellmlnilry [_]Z+jets 3
G UL . o 10°E Vs=13Tev,36.11b [ tt + single top =
iy - [ SM Higgs Boson H * = = . [ W+jets =
oor . —77*—4| = = SR :0lepton /4] =
g 350 m,=124.3 GeV (fit) ls—7 TeV .[Ldt _ 461 o 5[ 2b-tags I Diboson 7
o - [_] Background Z, ZZ* S - p S 100 [ SM Vh =
o “  \s=8TeV [Ldt=20.7fb T B Multijet =
[ Background Z+ets, tf i) — ' ' ' ' ' ' ' ' : - N\ Background Uncertainty
30 %% syst.Unc. S [ ATLAS , & Daa ~=Total SM — 10% E ----- Pre-fit Background —
- / > 10° Vs =13 TeV, 36.1 fb" [Ofa L : Signal regions  __| — - mono-h Z’-2HDM 3
25 : LIJ E DW+jetS -ﬁ':_'_v E 3 mz: = 1400 GeV, mA = 600 GeV —
:_ E []single top [ Diboson E E 10 Osignal = 4-74 b =
- 10° == =
2014 = 102
10F 0
- . 1 2 1 2 1 T | T T T 1 I T T T T | |||||||| | T 1T 1T T | T T T ]
5| 2 2 i
? 5 | S 1_..—- e + AAMAAANNAY 2oy
g° 0 T .
5 B H O 0'8: | I I I | | I | I I I | I | I I | I I | | | I |
100 150 -2 . ! . ! ! ! ! . ! ! ! 200 300 400 500 600 700 800
TVR  WVR TVR TILVR T2LVR WVR  TILVR T2LVR WVR BN bWN  tN_med iN_high EmlSS [G eV]
N bffN bWN tN_med tN_med tN_med N_high tN_high 1N_high T

SM SUSY Exotics



HistFactory

Fixed Template (Closed World)
simplifies likelihood problem:

e archive template ingredients
(pure tabular data)

 template math defined independent
of implementation - not tied to s/w

Fixed Likelihood template

fmalnx)= || || Poiseslves ) || cxlarl )

c € channels b € bins,. XEX
N _— o N - >y
Simultaneous measurement constraint terms
of multiple channels for “auxiliary measurements”

Likelihood ingredients

observed . Expected Bkg ... Signal

©8 ©,...

: . . : . Variations

i 1.8_' I*Ilstlanldér(lj'{/lcl)d |||||||||||||||||||||||||||||| ]
ATLAS < -+ Bost ATLAS -
1.6~ —68%CL \s=7TeV, 45471 _]
F -e-95%CL \s=8TeV,203f"
1.4 . ]
12 ™ .
1 .
0.8 N
O I T R A B AT AN AT ]
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pyhf - fast, pythonic HistFactory

Statistics tool with likelihoods as
vectorized computation based on ML libraries
* run on heterogenous hardware (TPU, GPU)

- automatic differentiation for exact V,p(x|0)

Full suite of HEP inference algorithms
* Profile Likelihood, Asymptotics & Toys  scaing o interpiation coce

102 .
1.0 Alternative test statistic (§,) distributions " S
= c (a
10° 1 fig,|1) signal-like ks &
1 fig,|0) background-like S 1 » ‘ )
0.8 - — = 107 1 o
> >
w o
— [
0.6 - ~ 107! _ ;
) 3 e E
o . ~ ()] —
: S £ i
" , a ® Colab GPU tf
10 e ColabTPU tf
0.2 - ® Colab CPU tf
‘ @ ColabCPUnp differentiable
. . ' ' ‘ ' ' ' ' o ae
0.0 , 71 2 3 4 5 6 71 8 o9 101 4 . : : : . . Zikelihoods
5 (h) A- 0 1000 2000 3000 4000 5000 6000 7000
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6 [LH, Feickert, Stark]



pyhf - fast, pythonic HistFactory

Nice:

 adoption across theory-experiment divide
 developed at LHC, but used in larger range of settings

Charged Lepton Flavor Violation at the EIC

Vincenzo Cirigliano, Kaori Fuyuto, Christopher Lee, Emanuele Mereghetti,
and Bin Yan

Theoretical Division, Los Alamos National Laboratory, Los Alamos, NM 87545, U.S.A.

arXiv: 2102.06176

EIC

BR(t — ger) < 2.2-107%.

E-mail: d 3cceptance, obtained from the yields of the two validation regions given in Ref. [63]. We
SmeTeEhe! then used signal and background events in a likelihood analysis using pyhf [66], obtaining®

(6.10)

Sensitivity of Future Hadron Colliders to Leptoquark Pair
Production in the Di-Muon Di-Jets Channel

B. C. Allanach!, Tyler Corbett?, Maeve Madigan®!

arXiv: 1911.04455
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The upper limit at 95% CL on p is then given by the
Suppose the measured data n; shows no fluctuations  value of p at which CL; = 0.05. We compute the CLjg
above the SM background b;. To set exclusion limits on ~ values using pyhf [64], a Python implementation of
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LHC BSM

Lepton Flavor Violation and Dilepton Tails at the LHC

Andrei Angelescu," * Darius A. Faroughy,> ! and Olcyr Sumensari®* *
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the decay of a heavy resonance, the resulting leptonic pair  tributions. The 95% confidence level (CL) upper limits were
is expected to fly away back-to back in the azimuthal plane. extracted using the CL; method [40] with the pyh £ package

Hence, in order to reduce the leading backgrounds, the cut [41]. For High Luminosity (HL) projections, we repeated the

arXiv: 2012.09120

How to discover QCD Instantons at the LHC! LHC QCD

=4

respective tight signal region selection is applied. The systematic uncertainty on the back-
ground is estimated as described in the previous sections, and ranges from about 20% at
low invariant masses to about 50% at high invariant masses. The limits are then performed
as counting experiment with the pyhf package [51]. The results are shown in Fig. 21 for

Simone Amoroso® Deepak Kar® Ma

*DESY, Hamburg, Germany

arXiv:2102.11292
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Hunting wino and higgsino dark matter at the
muon collider with disappearing tracks
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diction in SR], has been reduced to 10%. The discovery significance is evaluated from the

expected discovery p-value, while limits are set at 95% CL using the CLs method [91] with

. the pyhf software package (92, 93|. Additional lines show the sensitivity of the conservative

Rodolfo Capdevilla,*® Fede e : . e
scenario inflating the background estimates by an order of magnitude. The sensitivity is




pyhf byproduct: JSON serialization

Plain-text format for HEP Workspaces

(for those using HistFactory template)

Ubiquitous format: JSON
 readable Iin any language
* independent of s/w implementation

Ideal for long-term archival of likelihoods
— as promised in 2000
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Likelihood Preservation in ATLAS

ATLAS first experiment to publish full likelihood
* stored on public archive as citable data product: HepData DOI

* continuation of long-term effort (cf. simplified I'hoods in CMS) n. wardieetal
 best information we have even within experiment
full set of systematics — global fits / combinations / ...

Cw ABOUT NEWS SCIENCE RESO

\
NS

Additional Publication Resources

News » News » Topic: Knowledge sharing

</> Voir en frangais
R External Link
comMOn RESOUTCes New open release allows
Web page with auxiliary material .
theorists to explore LHC data
® . ¥ View Resource o
in a new way
$> pyhf contrib download https://doi.org/10.17182/hepdata.90607.v3/r3 lhood TheATLAS.collaborationreleasesfullanalysislikelihoods,afirstforan
$> pyhf cls lhood/BkgOnly.json \ LHC experiment
-p <(pyhf patchset extract --name CIN2_Wh_hbb_1000_0 lhood/patchset.json) . 9 JANUARY, 2020 | By Katarina Antf—— — _ _ :
With full likelihood functions, theorists can calculate how well their

{ E

"CLs_exp": [
0.049881095057455506, : gz File
0.12644782067016755,
0.29258025746896477, ) “rchive of full statistical likelihoods and README
0.5694144743318884, Nownload
0.8475964832107026

theories fit the data collected by the detector “at a completely
different level of reliability and precision," says Kraml.

To understand just how much more sophisticated and complex the
analysis becomes, she says, consider the difference between a

]
Bsimple song and a full orchestral symphony.

"CLs obs": 0.5856790659557595

i O

[Symmetry Mag]



https://www.symmetrymagazine.org/article/atlas-releases-full-orchestra-of-analysis-instruments
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Let's reproduce this result!
Two separate measurements:

1. 3 Signal region + 6 Control regions
59 source of system. uncertainties
8 Source of Background events

2. 4 Signal region + 5 Control regions
66 source of system. uncertainties
8 Source of Background events

Theory: 130 SUSY models

Measurements overlap:
take most sensitive result



Demo: reproduce full contour (260 CLs)
for simplified SUSY model using cloud APIs
e auto-scaling, distributed statistics

) HEPData

L(6’, Hnuis) =P (xobs ‘ HS ((9) + b (Hnuis))

send likelihood

>

scale
up &

et results
J down

D

CL(0)

User Session Cloud Fitting Service
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File Edit View Insert Cell Kernel Widgets Help Trusted
B + < @@ B 44 ¥ PRun B C » Code v =
3 fig.set_size inches(9.33,7)
4 apply decorations(ax,label = 'Open Likelihood (in progress) ')
5 fig.set tight layout(True)
Figure 1
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Logout

| Python3 O

Active instances :
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pvyhf - with functions as a service

As with Higgs example:

 Open Data provides access to LHC data: but now a more refined product.
e can offload heavy computation to cloud - cost only per CPUh

scale to hundreds of (private) cores within seconds
 Here: "Fitting-as-a-service": user only needs a URL

can optimize hardware for stat. analysis.

Microsoft Brainwave

* Microsoft Brainwave is a CPU-

Related: ML-as-service

* ML offered “as a service”

- Send a preprocessed image to
Brainwave, get prediction back
from ResNet50

* Extremely interesting option for
longer latency (>10 ms) systems

* |Investigated for fast FPGA-based

future

- his 4 ml

inference (Trigger, Reco, ...) K

35 [J.Ngadiuba, D. Rankin] hlS 4 ml



Hold on, why so restrictive?

(just reproducing things is boring)

36



Reinterpretation

Did we over-correct from Open Data? Open Likelihood is great for
* reproducing results

* combination with other measurements wrt. to same theory ("global fits")
— but not enough to study new theories

37



Reinterpretation

|deal analysis for new theory
captures signal fully while
filtering other events

Phasespace

Main Concern creating new analyses
internally & externally (w/ Open Data)

Human resources for

e analysis design
 background estimation
 systematic analysis

Can we maybe reuse the analysis we already have?

38



Reinterpretation

Phasespace

Increasing coverage of data space
as LHC progresses.

It's likely that a analysis already
did all the hard work for us

Not optimized for new theory
but can be quite sensitive
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https://link.springer.com/article/10.1140/epjc/s10052-020-08730-0?wt_mc=Internal.Event.1.SEM.ArticleAuthorIncrementalIssue&utm_source=ArticleAuthorIncrementalIssue&utm_medium=email&utm_content=AA_en_06082018&ArticleAuthorIncrementalIssue_20210117
https://link.springer.com/article/10.1140/epjc/s10052-020-08730-0?wt_mc=Internal.Event.1.SEM.ArticleAuthorIncrementalIssue&utm_source=ArticleAuthorIncrementalIssue&utm_medium=email&utm_content=AA_en_06082018&ArticleAuthorIncrementalIssue_20210117

Reinterpretation

Signal Region

4 il e RECAST: Signal Region
. A
e remove old signal CLs =0.05

e compute new signal
* inject into likelihood
e run stat. analysis

(optimized for model A) (recast to model B)

o~ L ) "Likelihood Patch" ) . )
Original Likelihood from RECAST Recasted Likelihood

observed . Expected Bkg Signal remove add remove . Expected Bkg Signal

© ©

o5 O
1

©
®
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More Physics through Analysis Preservation

Simple/Obvious Idea: whats the problem?

* Need to be able to compute new sighal component

 Need an archived, but operational version of the analysis
* ready to be re-run if needed

 "reuse" much more powerful than "reproducibility"

\ Analysis Preservation J

41



More Physics through Analysis Preservation

Analysis Preservation

y = f(x)
capture software capture scripts capture workflow
package software templates how to use correct sequence of steps
itself in system-indep the software for analysis pipeline a; = hi(x,y)

format (all dep.)

In ATLAS, we provide common infrastructure to make this easy + — u(ay, a3, as)
 automation for software archiving via containers

 workflow language to capture physics logic

* requirement now for across BSM program

Similar efforts across many data-intensive sciences:

Snakemake

Nextflow Workflows & Pipeliﬁes .

Container native workflow engine iols Kubefin®tes"supporting both

Data-driven computational pipelines

DAG and step based workflows. ° &
ORON .

Nextflow enables scalable and reproducible scientific workflows using
software containers. It allows the adaptation of pipelines written in the most
common scripting languages.




More Physics through Analysis Preservation

From Cartoon to reality:

=
@) ATLAS PUB Note C\ERNV

ATLAS ATL-PHYS-PUB-2019-032 7
EXPERIMENT
11th August 2019

RECAST framework reinterpretation of an ATLAS
Dark Matter Search constraining a model of a dark
Higgs boson decaying to two b-quarks

The ¢

P. Gadow (DESY) et al]
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ATLAS PUB Note

LAS ATL-PHYS-PUB-2020-007 =7

27th March 2020

Reinterpretation of the ATLAS Search for
Displaced Hadronic Jets with the REcAST

Framework

The ATLAS Collaboration

expanded reach
thanks to AP
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More Physics through Analysis Preservation

Used in cross-cutting summary analyses w/ multiple analyses
 Dark Matter models at the LHC
 SUSY reinterpretations

pPMSSM arxiv:1508.06608

ATLAS pMSSM: ';z‘j LSP ATLAS pMSSM: 7‘1’ LSP
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Institutional Support

CERN investing in infrastructure to systematically

archive and re-run analyses on using cloud technologies

Home What is CAP? Get Started Integrations Documen tation Login

CERN
Analysis Preservation

capture, preserve and reuse physics analyses

Archive
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Home Examples Get Started Documentation News Roadmap Contact Blog

reana

Reproducible research data analysis platform

Flexible

Run many
computational workflow
engines.

COMMON
WORKFLOW
LANGUAGE

Scalable Reusable
Support for remote Containerise once,
compute clouds. reuse elsewhere. Cloud-

native.

kubernetes & 4 s \
o
S ' \J

Re-run

Free

Free Software. MIT
licence. Made with ¥ at
CERN.

CE/RW
\

N g




Future

Once we gain experience: Open Data at a higher abstraction level
* allow external researches to query LHC wrt. to new theories

2
2

Theorist

BSM model
—

recast

CLs(model) = f(model, data)
G
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CERN/DESY/...
analysis EB Data compute
archive Archive resources

workflow

f(-,data)

[ data |
[ data |
[ data |
[ data |




Future

Theory space is large, LHC is not sensitive everywhere.
With streamlined reinterpretation, use ML to identify interesting models

14 -
12 -
10 -
0.8 -

061

0.4

0.2

0.0

000 025 050 075 100 12

GP #0

5 150 000 025 050 O75 100 125

GP #1

Now being tested in ATLAS - stay tuned!
[P. Rieck, P. Gadow, J. v. Ahnen, l. Espejo +]
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Entropies

[LH, G. Louppe]

EEEEEE .md

excursion — Efficient Excursion Set Estimation

This package implements a Bayesian Optimization procedure based on Gaussian Processes to efficiently determine
xcursion sets (or equivalently iso-surfaces) of one or many expensive black-box functions.

Installation and Example



Outlook

HEP & other big science have unique challenges due to scale

Recent trends in IT, Data Science, ML bring us new tools

* possibility to fundamentally rethink how we approach analysis

 foundation of HL-LHC analysis & computing is defined now (join!)
— PB-scale interactive analysis?

 Technology can drive physics reach

Open Data, Reproducibility: How can we fill the buzzwords with life?
 LHC-wide policy: growing community & ecosystem of external tools
 Open Likelihoods: release the best info we have

« RECAST: reuse vs just reproduce
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