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•Cosmology from large-scale structure observations.

•The Baryon Oscillation Spectroscopic Survey (BOSS).

•Anisotropic clustering measurements. 

•Cosmological constraints from BOSS-DR12.

•The DR12 BOSS consensus cosmological constraints.

Outline



•A wealth of high precision observations have shown us 
a more complex Universe than previously thought.

Observational cosmology

NASA/WMAP science team



•The origin of cosmic acceleration is one of the most 
important open problems in cosmology.

•A mysterious dark energy must dominate the energy 
budget of the Universe.

•The ΛCDM model: vacuum energy,                   .

•Alternatively, cosmic acceleration indicates a failure of 
GR, which needs to be modified.

wDE =
pDE

⇢DE

wDE = �1

Observational cosmology



•Observational effects of cosmic acceleration:

     - Expansion history of the Universe:

     - Growth of density fluctuations:

•Both effects can be probed by LSS observations

Cosmology from LSS observations

r(z) =

Z z

0

c dz0

H(z0)

�̈ + 2H �̇ = 4⇡G⇢̄�

H(z) =
ȧ
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• Statistical analysis of large-scale structure

780 Million light-years
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regime by a factor of!4. The LRG sample should therefore out-
perform these surveys by a factor of 2 in fractional errors on large
scales. Note that quasar surveys cover much more volume than
even the LRG survey, but their effective volumes are worse, even
on large scales, due to shot noise.

3. THE REDSHIFT-SPACE CORRELATION FUNCTION

3.1. Correlation Function Estimation

In this paper, we analyze the large-scale clustering using the
two-point correlation function (Peebles 1980, x 71). In recent
years, the power spectrum has become the common choice on
large scales, as the power in different Fourier modes of the linear
density field is statistically independent in standard cosmology
theories (Bardeen et al. 1986). However, this advantage breaks
down on small scales due to nonlinear structure formation, while
on large scales elaborate methods are required to recover the sta-
tistical independence in the face of survey boundary effects (for
discussion, see Tegmark et al. 1998). The power spectrum and
correlation function contain the same information in principle,
as they are Fourier transforms of one another. The property of
the independence of different Fourier modes is not lost in real
space, but rather it is encoded into the off-diagonal elements of
the covariance matrix via a linear basis transformation. One must
therefore accurately track the full covariance matrix to use the
correlation function properly, but this is feasible. An advantage
of the correlation function is that, unlike in the power spectrum,
small-scale effects such as shot noise and intrahalo astrophysics
stay on small scales, well separated from the linear regime fluc-
tuations and acoustic effects.

We compute the redshift-space correlation function using
the Landy-Szalay estimator (Landy & Szalay 1993). Random
catalogs containing at least 16 times asmany galaxies as the LRG
sample were constructed according to the radial and angular se-
lection functions described above. We assume a flat cosmology
with !m ¼ 0:3 and !" ¼ 0:7 when computing the correlation
function. We place each data point in its comoving coordinate
location based on its redshift and compute the comoving sep-
aration between two points using the vector difference. We use
bins in separations of 4 h#1 Mpc from 10 to 30 h#1 Mpc and
bins of 10 h#1 Mpc thereafter out to 180 h#1 Mpc, for a total of
20 bins.

We weight the sample using a scale-independent weighting
that depends on redshift. When computing the correlation func-
tion, each galaxy and random point is weighted by 1/½1þ n(z)Pw&
(Feldman et al. 1994), where n(z) is the comoving number density
and Pw ¼ 40;000 h#3 Mpc3. We do not allow Pw to change with
scale so as to avoid scale-dependent changes in the effective bias
caused by differential changes in the sample redshift. Our choice
of Pw is close to optimal at k ' 0:05 h Mpc#1 and within 5% of
the optimal errors for all scales relevant to the acoustic oscillations
(kP0:15 h Mpc#1). At z < 0:36, nPw is about 4, while nPw ' 1
at z ¼ 0:47. Our results do not depend on the value of Pw; chang-
ing the value wildly alters our best-fit results by only 0.1 !.

Redshift distortions cause the redshift-space correlation func-
tion to vary according to the angle between the separation vector
and the line of sight. To ease comparison to theory, we focus
on the spherically averaged correlation function. Because of the
boundary of the survey, the number of possible tangential sep-
arations is somewhat underrepresented compared to the number
of possible line-of-sight separations, particularly at very large
scales. To correct for this, we compute the correlation functions
in four angular bins. The effects of redshift distortions are ob-
vious: large-separation correlations are smaller along the line-of-

sight direction than along the tangential direction. We sum these
four correlation functions in the proportions corresponding to
the fraction of the sphere included in the angular bin, thereby re-
covering the spherically averaged redshift-space correlation func-
tion. We have not yet explored the cosmological implications of
the anisotropy of the correlation function (Matsubara & Szalay
2003).

The resulting redshift-space correlation function is shown in
Figure 2. A more convenient view is shown in Figure 3, where
we have multiplied by the square of the separation, so as to flatten
out the result. The errors and overlaid models will be discussed
below. The bump at 100 h#1 Mpc is the acoustic peak, to be de-
scribed in x 4.1.

The clustering bias of LRGs is known to be a strong function
of luminosity (Hogg et al. 2003; Eisenstein et al. 2005; Zehavi
et al. 2005a), and while the LRG sample is nearly volume-limited
out to z ! 0:36, the flux cut does produce a varying luminosity
cut at higher redshifts. If larger scale correlations were prefer-
entially drawn from higher redshift, we would have a differential
bias (see discussion in Tegmark et al. 2004a). However, Zehavi
et al. (2005a) have studied the clustering amplitude in the two
limiting cases, namely the luminosity threshold at z < 0:36 and
that at z ¼ 0:47. The differential bias between these two samples
on large scales is modest, only 15%. We make a simple param-
eterization of the bias as a function of redshift and then compute
b2 averaged as a function of scale over the pair counts in the
random catalog. The bias varies by less than 0.5% as a function
of scale, and so we conclude that there is no effect of a possible
correlation of scale with redshift. This test also shows that the

Fig. 2.—Large-scale redshift-space correlation function of the SDSS LRG
sample. The error bars are from the diagonal elements of the mock-catalog co-
variance matrix; however, the points are correlated. Note that the vertical axis
mixes logarithmic and linear scalings. The inset shows an expanded view with a
linear vertical axis. The models are !mh

2 ¼ 0:12 (top line), 0.13 (second line),
and 0.14 (third line), all with !bh

2 ¼ 0:024 and n ¼ 0:98 and with a mild non-
linear prescription folded in. The bottom line shows a pure CDM model (!mh

2 ¼
0:105), which lacks the acoustic peak. It is interesting to note that although the
data appear higher than the models, the covariance between the points is soft as
regards overall shifts in "(s). Subtracting 0.002 from "(s) at all scales makes the
plot look cosmetically perfect but changes the best-fit #2 by only 1.3. The bump
at 100 h#1 Mpc scale, on the other hand, is statistically significant. [See the electronic
edition of the Journal for a color version of this figure.]
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Cosmology from LSS observations
• Statistical analysis of large-scale structure



Baryon Acoustic Oscillations
•The BAO signal is also present in the CMB.

Image: ESA Planck team



•The BAO signal is also present in the CMB.

Baryon Acoustic Oscillations

✓s = rs(z⇤)/DA(z⇤)
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small-scale effects such as shot noise and intrahalo astrophysics
stay on small scales, well separated from the linear regime fluc-
tuations and acoustic effects.

We compute the redshift-space correlation function using
the Landy-Szalay estimator (Landy & Szalay 1993). Random
catalogs containing at least 16 times asmany galaxies as the LRG
sample were constructed according to the radial and angular se-
lection functions described above. We assume a flat cosmology
with !m ¼ 0:3 and !" ¼ 0:7 when computing the correlation
function. We place each data point in its comoving coordinate
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aration between two points using the vector difference. We use
bins in separations of 4 h#1 Mpc from 10 to 30 h#1 Mpc and
bins of 10 h#1 Mpc thereafter out to 180 h#1 Mpc, for a total of
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that depends on redshift. When computing the correlation func-
tion, each galaxy and random point is weighted by 1/½1þ n(z)Pw&
(Feldman et al. 1994), where n(z) is the comoving number density
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variance matrix; however, the points are correlated. Note that the vertical axis
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2 ¼ 0:024 and n ¼ 0:98 and with a mild non-
linear prescription folded in. The bottom line shows a pure CDM model (!mh
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Baryon Acoustic Oscillations
•First detection of the 

BAO peak (SDSS-LRG).

•Confirmed by other 
techniques and samples.

•Confirms a prediction of 
the standard model.

•BAOs are related to the 
sound

rd = rs(zdrag)



•BAO can be used as a standard ruler.

A probe of the 
expansion history of 
the Universe.

Galaxy samples CMB
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Baryon Acoustic Oscillations



RSD constrain 
the growth of 
structure.

Redshift-space distortions

(1 + z
obs

) = (1 + z
cos

)(1 + v/c)

f(z) =
d lnD

d ln a

•The observed redshifts are affected by peculiar velocities.

•Velocities depend on the density field itself.



Redshift-space distortions

(1 + z
obs

) = (1 + z
cos

)(1 + v/c)

RSD constrain 
the growth of 
structure.

f(z) =
d lnD

d ln a

•The observed redshifts are affected by peculiar velocities.

•Velocities depend on the density field itself.



• Galaxy clustering measurements require large volumes!

Galaxy redshift surveys

CfA survey (1989)

BAO scale!



•Designed to tackle CA 
through BAO measurements 

•Final DR in Dec. 2014.

•Total area of 10,200 deg2.

•Positions for                LGs 

    - LOWZ, with 0.1 < z < 0.43 

    - CMASS, with 0.43 < z < 0.7 

•A sample of                  QSO,                  
2.3 < z < 2.8

BOSS in a nutshell

1.2⇥ 106

1.6⇥ 105



•Designed to tackle CA 
through BAO measurements 

•Final DR in Dec. 2014.

•Total area of 10,200 deg2.

•Positions for                LGs 

    - LOWZ, with 0.1 < z < 0.43 

    - CMASS, with 0.43 < z < 0.7 

•A sample of                  QSO,                  
2.3 < z < 2.8

BOSS in a nutshell

Reid et al. (2015)

1.2⇥ 106

1.6⇥ 105



BOSS (2016)

BOSS in a nutshell

CfA survey (1989)



•CMASS-DR12 monopole 
correlation function.

•Great improvement in 
statistical uncertainties. 

•High-significance 
detection of BAO signal.

•Excellent opportunity for 
accurate cosmological 
constraints.

BOSS in a nutshell



• Systematic errors can dominate final error budget.

• Key issue: how does the BAO signal evolves with time?

• In practice, BAOs are not precisely a standard ruler 
(Crocce & Scoccimarro 2008, Sánchez et al. 2008).

• Our models must take into account 

    - Non-linear evolution (         )

    - Redshift-space distortions (                              )

    - Galaxy bias (light ≠ matter,                                      )

Modelling of LSS observations

z
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• Angle-averaged measurements have a limited 
constraining power.

Angle-averaged measurements

BAO: only sensitive to a 
volume-averaged 
distance.

RSD: growth of structure 
is degenerate with 
galaxy bias
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•BOSS-DR12 anisotropic 
correlation function

10 F. Beutler et al.
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Figure 5. The measured pre-reconstruction correlation function (left) and power-spectrum (right) in the directions perpendicular and parallel to the line of
sight. Shown for the NGC only. The anisotropy of the contours seen in both plots show a combination of RSD and AP effect, and hold most of the information
used to constrain DM(z)/rbd, H(z) ⇥ rd and f�8. The BAO ring can be seen in two dimensions on the correlation function plot. In an attempt to show
more clearly the anisotropic BAO ring in the power spectrum, we show in the right panel the two-dimensional power-spectrum divided by the best-fit smooth
component. The wiggles seen in this panel are analogous to the oscillations seen in the left-hand side panel of Fig 3

Table 3. Summary table of pre-reconstruction full-shape constraints on the parameter combinations DM

�
rd,fid/rd

�
, H

�
rd/rd,fid

�
and f�8(z) derived in

our companion papers for each of our three overlapping redshift bins

Measurement redshift Satpathy et al. Beutler et al (b) Grieb et al Sánchez et al
⇠(s) multipoles P (k) multipoles P (k) wedges ⇠(s) wedges

DM

�
rd,fid/rd

�
[Mpc] z = 0.38 1476 ± 33 1549 ± 41 1525 ± 25 1501 ± 27

DM

�
rd,fid/rd

�
[Mpc] z = 0.51 1985 ± 41 2015 ± 53 1990 ± 32 2010 ± 30

DM

�
rd,fid/rd

�
[Mpc] z = 0.61 2287 ± 54 2270 ± 57 2281 ± 43 2286 ± 37

H
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.38 79.3 ± 3.3 82.5 ± 3.2 81.2 ± 2.3 82.5 ± 2.4

H
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.51 88.3 ± 4.1 88.4 ± 4.1 87.0 ± 2.4 90.2 ± 2.5

H
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.61 99.5 ± 4.4 97.0 ± 4.0 94.9 ± 2.5 97.3 ± 2.7

f�8 z = 0.38 0.430 ± 0.054 0.479 ± 0.054 0.498 ± 0.045 0.468 ± 0.053
f�8 z = 0.51 0.452 ± 0.058 0.454 ± 0.051 0.448 ± 0.038 0.470 ± 0.042
f�8 z = 0.61 0.456 ± 0.052 0.409 ± 0.044 0.409 ± 0.041 0.440 ± 0.039

the BOSS measurements for scales s between 20 and 160 h�1
Mpc

with a bin width of 5 h�1
Mpc. Sánchez et al. (2016) perform ex-

tensive tests of this model using the large-volume Minerva N-body
simulations (Grieb et al. 2015) to show that it can be used to extract
cosmological information from three clustering wedges without in-
troducing any significant systematic errors.

Beutler et al. (2016b) analyses the anisotropic power spectrum
using the estimator suggested in Bianchi et al. (2015) and Scoc-
cimarro (2015), which employs Fast Fourier Transforms to mea-
sure all relevant higher order multipoles. The analysis uses power
spectrum bins of �k = 0.01h/Mpc and makes use of scales up
to kmax = 0.15h Mpc

�1 for the monopole and quadrupole and
kmax = 0.1h Mpc

�1 for the hexadecapole. These measurements
are then compared to a model based on renormalized perturba-
tion theory (Taruya et al. 2010). This model has been extensively
tested with N-body simulations in configuration (e.g. de la Torre
and Guzzo 2012) and Fourier space (e.g. Beutler et al. 2012).
The covariance matrix used in this analysis has been derived from
2048

2 Multidark-Patchy mock catalogues and the reduces �2 for
all redshift bins is close to 1.

2 The NGC uses only 2045 mock catalogues.

The methodology in Grieb et al. (2016) is based on the ap-
plication of the clustering wedges statistic to Fourier space. Their
analysis uses three power spectrum wedges, measured in wavenum-
ber bins of �k = 0.005 h Mpc

�1, up to the mildly non-linear
regime, k < 0.2 h Mpc

�1. The full shape of these measurements
is fitted with theoretical predictions based on the same underlying
model of non-linearities, bias and RSD as in Sánchez et al. (2016).
Thus, these two complementary analyses represent the first time
that the same model is applied in configuration and Fourier space
fits. The methodology has been validated using the Minerva sim-
ulations and mock catalogues and found to give unbiased cosmo-
logical constraints. Besides the covariance matrix, which is derived
from 2045 MD-Patchy mock catalogues, this analysis depends on
a framework for the wedge window function, which was developed
based on the recipe for the power spectrum multipoles of Beutler
et al. (2014a). The power spectrum wedges of the NGC and SGC
sub-samples in the low-redshift bin are modelled with two different
bias, RSD, and shot noise parameters, while the intermediate and
high redshift bins are fitted with the same nuisance parameters for
the two sub-samples.

The constraints on DM(z)/rd, H(z) ⇥ rd and f�8(z) pro-
duced by each of the four individual methods are shown in Fig. 6

c
� 2014 RAS, MNRAS 000, 1–30

Anisotropic clustering

s?

sk
s

z ! r(z)

s?

sk
s

z ! r(z)

s?

sk
s

z ! r(z)

s?

sk
s

z ! r(z)

⇠(s?, sk)

⇠(s?, sk)



10 F. Beutler et al.

�150 �100 �50 0 50 100 150

s� [h�1 Mpc]

�150

�100

�50

0

50

100

150

s �
[h

�
1
M

p
c]

BOSS DR12 - 0.5 < z < 0.75

�80 �40 0 40 80 120

s2 �(s�, s�) [h�2 Mpc2]

Figure 5. The measured pre-reconstruction correlation function (left) and power-spectrum (right) in the directions perpendicular and parallel to the line of
sight. Shown for the NGC only. The anisotropy of the contours seen in both plots show a combination of RSD and AP effect, and hold most of the information
used to constrain DM(z)/rbd, H(z) ⇥ rd and f�8. The BAO ring can be seen in two dimensions on the correlation function plot. In an attempt to show
more clearly the anisotropic BAO ring in the power spectrum, we show in the right panel the two-dimensional power-spectrum divided by the best-fit smooth
component. The wiggles seen in this panel are analogous to the oscillations seen in the left-hand side panel of Fig 3

Table 3. Summary table of pre-reconstruction full-shape constraints on the parameter combinations DM

�
rd,fid/rd

�
, H

�
rd/rd,fid

�
and f�8(z) derived in

our companion papers for each of our three overlapping redshift bins

Measurement redshift Satpathy et al. Beutler et al (b) Grieb et al Sánchez et al
⇠(s) multipoles P (k) multipoles P (k) wedges ⇠(s) wedges

DM

�
rd,fid/rd

�
[Mpc] z = 0.38 1476 ± 33 1549 ± 41 1525 ± 25 1501 ± 27

DM

�
rd,fid/rd

�
[Mpc] z = 0.51 1985 ± 41 2015 ± 53 1990 ± 32 2010 ± 30

DM

�
rd,fid/rd

�
[Mpc] z = 0.61 2287 ± 54 2270 ± 57 2281 ± 43 2286 ± 37

H
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.38 79.3 ± 3.3 82.5 ± 3.2 81.2 ± 2.3 82.5 ± 2.4

H
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.51 88.3 ± 4.1 88.4 ± 4.1 87.0 ± 2.4 90.2 ± 2.5

H
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.61 99.5 ± 4.4 97.0 ± 4.0 94.9 ± 2.5 97.3 ± 2.7

f�8 z = 0.38 0.430 ± 0.054 0.479 ± 0.054 0.498 ± 0.045 0.468 ± 0.053
f�8 z = 0.51 0.452 ± 0.058 0.454 ± 0.051 0.448 ± 0.038 0.470 ± 0.042
f�8 z = 0.61 0.456 ± 0.052 0.409 ± 0.044 0.409 ± 0.041 0.440 ± 0.039

the BOSS measurements for scales s between 20 and 160 h�1
Mpc

with a bin width of 5 h�1
Mpc. Sánchez et al. (2016) perform ex-

tensive tests of this model using the large-volume Minerva N-body
simulations (Grieb et al. 2015) to show that it can be used to extract
cosmological information from three clustering wedges without in-
troducing any significant systematic errors.

Beutler et al. (2016b) analyses the anisotropic power spectrum
using the estimator suggested in Bianchi et al. (2015) and Scoc-
cimarro (2015), which employs Fast Fourier Transforms to mea-
sure all relevant higher order multipoles. The analysis uses power
spectrum bins of �k = 0.01h/Mpc and makes use of scales up
to kmax = 0.15h Mpc

�1 for the monopole and quadrupole and
kmax = 0.1h Mpc

�1 for the hexadecapole. These measurements
are then compared to a model based on renormalized perturba-
tion theory (Taruya et al. 2010). This model has been extensively
tested with N-body simulations in configuration (e.g. de la Torre
and Guzzo 2012) and Fourier space (e.g. Beutler et al. 2012).
The covariance matrix used in this analysis has been derived from
2048

2 Multidark-Patchy mock catalogues and the reduces �2 for
all redshift bins is close to 1.

2 The NGC uses only 2045 mock catalogues.

The methodology in Grieb et al. (2016) is based on the ap-
plication of the clustering wedges statistic to Fourier space. Their
analysis uses three power spectrum wedges, measured in wavenum-
ber bins of �k = 0.005 h Mpc

�1, up to the mildly non-linear
regime, k < 0.2 h Mpc

�1. The full shape of these measurements
is fitted with theoretical predictions based on the same underlying
model of non-linearities, bias and RSD as in Sánchez et al. (2016).
Thus, these two complementary analyses represent the first time
that the same model is applied in configuration and Fourier space
fits. The methodology has been validated using the Minerva sim-
ulations and mock catalogues and found to give unbiased cosmo-
logical constraints. Besides the covariance matrix, which is derived
from 2045 MD-Patchy mock catalogues, this analysis depends on
a framework for the wedge window function, which was developed
based on the recipe for the power spectrum multipoles of Beutler
et al. (2014a). The power spectrum wedges of the NGC and SGC
sub-samples in the low-redshift bin are modelled with two different
bias, RSD, and shot noise parameters, while the intermediate and
high redshift bins are fitted with the same nuisance parameters for
the two sub-samples.

The constraints on DM(z)/rd, H(z) ⇥ rd and f�8(z) pro-
duced by each of the four individual methods are shown in Fig. 6
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Figure 5. The measured pre-reconstruction correlation function (left) and power-spectrum (right) in the directions perpendicular and parallel to the line of
sight. Shown for the NGC only. The anisotropy of the contours seen in both plots show a combination of RSD and AP effect, and hold most of the information
used to constrain DM(z)/rbd, H(z) ⇥ rd and f�8. The BAO ring can be seen in two dimensions on the correlation function plot. In an attempt to show
more clearly the anisotropic BAO ring in the power spectrum, we show in the right panel the two-dimensional power-spectrum divided by the best-fit smooth
component. The wiggles seen in this panel are analogous to the oscillations seen in the left-hand side panel of Fig 3
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�
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�
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�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.38 79.3 ± 3.3 82.5 ± 3.2 81.2 ± 2.3 82.5 ± 2.4
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�
rd/rd,fid

�
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Mpc. Sánchez et al. (2016) perform ex-

tensive tests of this model using the large-volume Minerva N-body
simulations (Grieb et al. 2015) to show that it can be used to extract
cosmological information from three clustering wedges without in-
troducing any significant systematic errors.

Beutler et al. (2016b) analyses the anisotropic power spectrum
using the estimator suggested in Bianchi et al. (2015) and Scoc-
cimarro (2015), which employs Fast Fourier Transforms to mea-
sure all relevant higher order multipoles. The analysis uses power
spectrum bins of �k = 0.01h/Mpc and makes use of scales up
to kmax = 0.15h Mpc

�1 for the monopole and quadrupole and
kmax = 0.1h Mpc

�1 for the hexadecapole. These measurements
are then compared to a model based on renormalized perturba-
tion theory (Taruya et al. 2010). This model has been extensively
tested with N-body simulations in configuration (e.g. de la Torre
and Guzzo 2012) and Fourier space (e.g. Beutler et al. 2012).
The covariance matrix used in this analysis has been derived from
2048

2 Multidark-Patchy mock catalogues and the reduces �2 for
all redshift bins is close to 1.

2 The NGC uses only 2045 mock catalogues.

The methodology in Grieb et al. (2016) is based on the ap-
plication of the clustering wedges statistic to Fourier space. Their
analysis uses three power spectrum wedges, measured in wavenum-
ber bins of �k = 0.005 h Mpc

�1, up to the mildly non-linear
regime, k < 0.2 h Mpc

�1. The full shape of these measurements
is fitted with theoretical predictions based on the same underlying
model of non-linearities, bias and RSD as in Sánchez et al. (2016).
Thus, these two complementary analyses represent the first time
that the same model is applied in configuration and Fourier space
fits. The methodology has been validated using the Minerva sim-
ulations and mock catalogues and found to give unbiased cosmo-
logical constraints. Besides the covariance matrix, which is derived
from 2045 MD-Patchy mock catalogues, this analysis depends on
a framework for the wedge window function, which was developed
based on the recipe for the power spectrum multipoles of Beutler
et al. (2014a). The power spectrum wedges of the NGC and SGC
sub-samples in the low-redshift bin are modelled with two different
bias, RSD, and shot noise parameters, while the intermediate and
high redshift bins are fitted with the same nuisance parameters for
the two sub-samples.

The constraints on DM(z)/rd, H(z) ⇥ rd and f�8(z) pro-
duced by each of the four individual methods are shown in Fig. 6
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tion theory (Taruya et al. 2010). This model has been extensively
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and Guzzo 2012) and Fourier space (e.g. Beutler et al. 2012).
The covariance matrix used in this analysis has been derived from
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analysis uses three power spectrum wedges, measured in wavenum-
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�1. The full shape of these measurements
is fitted with theoretical predictions based on the same underlying
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Thus, these two complementary analyses represent the first time
that the same model is applied in configuration and Fourier space
fits. The methodology has been validated using the Minerva sim-
ulations and mock catalogues and found to give unbiased cosmo-
logical constraints. Besides the covariance matrix, which is derived
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sub-samples in the low-redshift bin are modelled with two different
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•Constraining power of anis. clustering measurements

Cosmological implications of the BOSS DR11 ξ⊥(s) and ξ∥(s) 5

Figure 2. The same as Figure 1, but for the LOWZ and CMASS DR11 galaxy samples.

the local stellar density and the seeing of the observations,
as described in detail in Anderson et al. (2014).

Figs. 1 and 2 show clustering measurements
from respectively DR10 and DR11. In each case,
the left panels show the angle-averaged ξ(s), and
the right panels the clustering wedges. Upper pan-
els show results from the LOWZ sample and lower
panels show CMASS measurements. The anisotropic
clustering pattern generated by redshift-space distortions
leads to significant differences in the amplitude and shape
of the two clustering wedges, with ξ∥(s) showing a lower
amplitude and a stronger damping of the BAO peak than
ξ⊥(s). The dashed lines in both figures correspond to the
best-fitting ΛCDM model obtained from the combination of
the LOWZ and CMASS DR11 clustering wedges with CMB
observations from the Planck satellite (Planck Collabora-
tion I 2013) and the CMB polarization measurements from
WMAP (Bennett et al. 2013) as described in Section 4.1,
which provide an excellent description of all our measure-
ments.

2.1.2 Covariance matrix estimation

When comparing our BOSS clustering measurements with
theoretical predictions we assume a Gaussian likelihood
function of the form L ∝ exp(−χ2/2). The calculation of
the χ2 value of a given model requires the knowledge of the
inverse covariance matrix of our measurements, which we
estimate using mock catalogues matching the selection func-
tions of the LOWZ and CMASS samples. These mocks were
constructed from two sets of PTHalos realizations (Scoc-
cimarro & Sheth 2002), corresponding to our fiducial cos-
mology, as described in Manera et al. (2013, 2014)1. Our
CMASS mocks are based on 600 independent simulations
with a box size of Lbox = 2.4 h−1Gpc, while those of the
LOWZ sample were constructed from a separate set of 500
boxes with the same volume. In the construction of these
mocks, the Northern Galactic Cap (NGC) and Southern
Galactic Cap (SGC) components of the survey were con-

1 http://www.marcmanera.net/mocks/
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•The combined sample: LOWZ, CMASS & EARLY regions
6 S. Alam et al.

Ngals V
e↵

(Gpc3) V (Gpc3)

0.2 < z < 0.5
NGC 429182 2.7 4.7
SGC 174819 1.0 1.7
Total 604001 3.7 6.4

0.4 < z < 0.6
NGC 500872 3.1 5.3
SGC 185498 1.1 2.0
Total 686370 4.2 7.3

0.5 < z < 0.75
NGC 435741 3.0 9.0
SGC 158262 1.1 3.3
Total 594003 4.1 12.3

Table 2. Number of galaxies and effective volume for the combined sample
in each of the three redshift bins used in this paper. The number of galaxies
quoted is the total number of galaxies used in the large-scale clustering
catalogue, constructed as described in Reid et al. (2016). Please see their
Table 2 for further details. The effective volume is computed according to
their Eq. 52 with P

0

= 10000h�3Mpc3 and includes the effects of sector
completeness and veto mask. Also included is the total volume within each
redshift bin. The expected BAO uncertainty scales closely to

p

V
e↵

, which
would equal the total volume given an infinite sampling density.

pipeline can be found in Fukugita et al. (1996); Smith et al. (2002);
Doi et al. (2010); Pier et al. (2003); Lupton et al. (2001) and Pad-
manabhan et al. (2008). All the photometry was re-processed and
released in DR8 Aihara et al. (2011). Since 2008, the Baryon Oscil-
lation Spectroscopic Survey (BOSS), part of SDSS-III (Eisenstein
et al. 2011) collected optical spectra for over 1.5 million targets,
distributed across an impressive footprint of nearly 10,000 square-
degrees. Using the improved double-armed spectrographs, BOSS
yielded medium-resolution spectra (R ⇡ 1500 to 2600) in a wave-
length range of 3600 to 10000 Å through 2-arcsecond fibres. De-
tails on the spectrograph, the spectroscopic pipeline, redshift deter-
mination, survey design and spectroscopic target selection can be
found in Smee et al. (2003); Bolton et al. (2012); Dawson et al.
(2012) and Reid et al. (2016).

2.2 Catalogue creation

The creation of the large-scale catalogues from the BOSS spectro-
scopic observations is detailed in Reid et al. (2016). In brief, we
consider the survey footprint, veto masks and survey-related sys-
tematics (such as fibre-collisions and redshift failures) in order to
construct data and random catalogues for the DR12 BOSS galax-
ies. The DR12 footprint is shown in Fig. 1 and Table 2 summarises
our sample, which spans an effective area of 9329 sq. degrees.

BOSS utilizes two target selection algorithms: LOWZ was de-
signed to target luminous red galaxies up to z ⇡ 0.4, while CMASS
was designed to target massive galaxies from 0.4 < z < 0.7. The
spatial number density of these samples can be seen in Fig. 2. In
previous analyses, we analyzed these two samples separately, split-
ting at z = 0.43 and omitting a small fraction of galaxies in the
tails of both redshift distributions as well as the information from
cross-correlations between the two samples. For the current anal-
ysis, we instead construct a combined sample that we describe in
Section 2.3. With the combined map, we then more optimally di-
vide the observed volume using three partially overlapping redshift
slices. As in Anderson et al. (2014b), the CMASS galaxies are
weighted to correct for dependencies between target density and
both stellar density and seeing. The definitions and motivations for

Figure 2. Number density of all four target classes assuming our fiducial
cosmology with ⌦m = 0.31, along with the sum of the CMASS and
LOWZ number densities (black).

these weights are described in Reid et al. (2016); Ross et al. (2016).
A clustering analysis of the DR12 LOWZ and CMASS samples,
using two-point statistics, can be found in Cuesta et al. (2016a);
Gil-Marı́n et al. (2015a).

In addition to the LOWZ and CMASS samples, we use data
from two early LOWZ selections, each of which are subsets of
the final LOWZ selection. These are defined in Reid et al. (2016)
and denoted ‘LOWZE2’ and ‘LOWZE3’. Together with the LOWZ
sample, these three samples occupy the same footprint as the
CMASS sample. As detailed in Ross et al. (2016), the ‘LOWZE3’
sample requires a weight to correct for a dependency with seeing.
The LOWZ and LOWZE2 samples require no correction to system-
atic dependencies. We thus have four BOSS selections that we can
use to construct a combined sample. This combined sample uses
all of the CMASS, LOWZ, LOWZE2, and LOWZE3 galaxies with
0.2 < z < 0.75 and allows us to define redshift slices of equal
volume, thereby optimising our signal over the whole sample (see
Section 2.3).

2.3 The Combined BOSS Sample

In this section, we motivate the methods we use to combine the four
BOSS samples into one combined sample.

In principle, when combining galaxy populations with differ-
ent clustering amplitude, it would be optimal to apply a weight
to each sample to account for their different clustering amplitudes
(Percival et al. 2004a). Ross et al. (2016) presents measurements of
the redshift-space correlation function for each of the four BOSS
selections. There it is shown (section 5.1) that the clustering ampli-
tudes of each selection match to within 20 per cent and that combin-
ing the selections together where they overlap in redshift imparts no
discernible systematic concern. Given the small difference in clus-
tering amplitudes, a weighting scheme would improve the results
by a negligible factor while imparting considerable additional com-
plexity. We therefore choose to weight each sample equally when
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Figure 1. The power spectrum wedges for NGC and SGC of the BOSS DR12 combined sample in the low (upper) and high (lower
panel) redshift bin defined in Table 1. Error bars are derived as the square root of the diagonal entries of Patchy covariance matrix
(see section 2.3). The model predictions are obtained from the best-fit ⇤CDM model using the the maximum-likelihood parameters of a
simultaneous fit to the Planck 2015 CMB observations and the BOSS DR12 Fourier space wedges, P

3w,n (k ), of both galactic caps. The
clustering+RSD model for the latter is described in section 3. The low redshift bin fit used separate bias, RSD, and shot noise parameters
for NGS (left-hand panels) and SGC (right-hand panels), whereas the high bin used only one set of nuisance parameters.

where �K`0

is the Kronecker delta ensuring that the shot-noise
contribution is only subtracted from the monopole.

The weighted quadrupole and hexadecapole density
fields can be written as
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where Qi j (k) and Qi jkl (k) are the Fourier transforms of

Qi j (x) = ˆ
xi ˆ

x j F (x) and Qi jkl (x) = ˆ
xi ˆ

x j ˆ
xk ˆ

xl F (x), (17)

respectively. Due to the symmetries of the Q · tensors, the
calculation of ˆF

2

(k) needs six FFTs in addition to the one of
the original FKP estimator, calculating ˆF

4

(k) requires 15 ad-
ditional transforms. Because of the low computational costs
of FFTs, even for large grid sizes, the computing time is neg-
ligible compared to the original Yamamoto-Blake estimator.

For time e�ciency, we adopt the FFT-Yamamoto
scheme indirectly because it does not directly apply to the
top-hat µ-kernel for wedges. The power spectrum multipoles
up to the hexadecapole are measured with the fast estimator

and then the clustering wedges are estimated using

Pµ
2

µ
1

(k) =
X

`2 {0,2,4}
Tn` P` (k). (18)

Here, Tn` are the elements of a transformation matrix,

Tn` ⌘
1

µ
2

� µ
1

Z µ
2

µ
1

L` (µ) dµ. (19)

The agreement of this estimate with the the one given by
equation (11) is shown for a CMASS-like catalogue in ap-
pendix B2.

Before applying the FFTs,F (x) is calculated on a mesh
using 1200

3 grid cells applying the trangular-shaped cloud
(TSC) scheme to assign galaxies and randoms to the cells.
The side length of the grid is 4000 h�1

Mpc. After the FFT,
the mass-assignment scheme is corrected for by using the ap-
proximative anti-aliasing correction that was used in Mon-
tesano et al. (2010): each Fourier mode is divided by the
corrective term C

1

(k) given in Jing (2005, equation 20). This
yields a more precise power spectrum estimate than dividing
by the Fourier transform of the mass assignment function.

The final measurements are estimated by averaging
equations (11) and (15) over spherical k-space shells. We
adopt the convention to define wavenumber bins with �k =
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• MINERVA: a set of 100 DM  
N-body simulations.

• Cosmology from WMAP
+BOSS DR9

• LBOX = 1.5 Gpc/h, N = 10003

• Snapshots at z = 0, 0.3, 0.57, 
1 & 2

• Galaxies with HOD 
matching CMASS 

2.4 The late anisotropic universe 39

Figure 2.3 – The spatial DM and halo dis-
tribution in an N -body snapshot of the set
of M������ simulations described in Sec-
tion 4.3 at z = 0.57. The shown section has
a side length of 150 h�1 Mpc and a width
perpendicular to the plane of the plot of
30 h�1 Mpc. The DM particles are shown as
blended black dots, while the halo catalogue
that was obtained with S��F��� is overplot-
ted as orange circles whose sizes correspond
to the halo mass.

potential and is approximately given by a power-law dependence on the matter density param-
eter �M(z) (Linder & Cahn, 2007; Gong, 2008),

f (z) = [�M(z)]� , where � ' 3(1 �wDE)

5 � 6wDE
, (2.66)

with an exponent depending on the EoS parameter wDE of Dark Energy as DE dominates the
late-time evolution (cf., Section 2.1.3). For the �CDM model, wDE = �1, the dependence on
�M(z) reduces to

f ' [�M(z)]0.55 . (2.67)

The peculiar velocity on smaller scales has been modelled with simple phenomenological
models, where the velocity dispersion of virialized structure has a Gaussian or Lorentzian dis-
tribution. For a precise RSD analysis, more sophisticated approaches such as the streaming
model (Scoccimarro, 2004) are needed. Examples of non-linear RSD model are described later
in Section 2.4.6.

2.4.3 Non-linear gravitational dynamics and N -body simulations
Galaxy clustering analysis is easiest to perform on scales in the linear regime, i.e., scales atwhich
the density contrast satis�es � ⌧ 1 (smaller scales can be excluded by applying an appropriate
�lter to smooth the density �eld). At these scales, the matter power spectrum can be obtained
from linear theory as described in Section 2.3.1. However, the inclusion of a wider range of
scales into the clustering analysis is bene�cial with respect to cosmological constraints due to
an increased sensitivity of the broad-band power spectrum of the evolved density �eld. Also,
the coupling of modes induced by the non-linear gravitational dynamics change the shape of
the BAO feature (described later in Section 2.3.2) resulting in a biased standard ruler.

(⌦m = 0.285)
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• MINERVA: a set of 100 DM  
N-body simulations.

• Cosmology from WMAP
+BOSS DR9

• LBOX = 1.5 Gpc/h, N = 10003

• Snapshots at z = 0, 0.3, 0.57, 
1 & 2

• Galaxies with HOD 
matching CMASS 
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•BOSS DR12 clustering wedges: 

Anisotropic clustering

6 J. N. Grieb et al.
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Figure 1. The power spectrum wedges for NGC and SGC of the BOSS DR12 combined sample in the low (upper) and high (lower
panel) redshift bin defined in Table 1. Error bars are derived as the square root of the diagonal entries of Patchy covariance matrix
(see section 2.3). The model predictions are obtained from the best-fit ⇤CDM model using the the maximum-likelihood parameters of a
simultaneous fit to the Planck 2015 CMB observations and the BOSS DR12 Fourier space wedges, P

3w,n (k ), of both galactic caps. The
clustering+RSD model for the latter is described in section 3. The low redshift bin fit used separate bias, RSD, and shot noise parameters
for NGS (left-hand panels) and SGC (right-hand panels), whereas the high bin used only one set of nuisance parameters.

where �K`0

is the Kronecker delta ensuring that the shot-noise
contribution is only subtracted from the monopole.

The weighted quadrupole and hexadecapole density
fields can be written as

F
2

(k) =
3

2

X

i, j

ˆ

k i
ˆ

k j Qi j (k) � 1

2

F (k) and (16)

F
4

(k) =
35

8

X

i, j,k,l

ˆ

k i
ˆ

k j
ˆ

kk
ˆ

k l Qi jkl (k) � 15

4

F
2

(k) +
3

8

F (k),

where Qi j (k) and Qi jkl (k) are the Fourier transforms of

Qi j (x) = ˆ
xi ˆ

x j F (x) and Qi jkl (x) = ˆ
xi ˆ

x j ˆ
xk ˆ

xl F (x), (17)

respectively. Due to the symmetries of the Q · tensors, the
calculation of ˆF

2

(k) needs six FFTs in addition to the one of
the original FKP estimator, calculating ˆF

4

(k) requires 15 ad-
ditional transforms. Because of the low computational costs
of FFTs, even for large grid sizes, the computing time is neg-
ligible compared to the original Yamamoto-Blake estimator.

For time e�ciency, we adopt the FFT-Yamamoto
scheme indirectly because it does not directly apply to the
top-hat µ-kernel for wedges. The power spectrum multipoles
up to the hexadecapole are measured with the fast estimator

and then the clustering wedges are estimated using

Pµ
2

µ
1

(k) =
X

`2 {0,2,4}
Tn` P` (k). (18)

Here, Tn` are the elements of a transformation matrix,

Tn` ⌘
1

µ
2

� µ
1

Z µ
2

µ
1

L` (µ) dµ. (19)

The agreement of this estimate with the the one given by
equation (11) is shown for a CMASS-like catalogue in ap-
pendix B2.

Before applying the FFTs,F (x) is calculated on a mesh
using 1200

3 grid cells applying the trangular-shaped cloud
(TSC) scheme to assign galaxies and randoms to the cells.
The side length of the grid is 4000 h�1

Mpc. After the FFT,
the mass-assignment scheme is corrected for by using the ap-
proximative anti-aliasing correction that was used in Mon-
tesano et al. (2010): each Fourier mode is divided by the
corrective term C

1

(k) given in Jing (2005, equation 20). This
yields a more precise power spectrum estimate than dividing
by the Fourier transform of the mass assignment function.

The final measurements are estimated by averaging
equations (11) and (15) over spherical k-space shells. We
adopt the convention to define wavenumber bins with �k =
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•Potential problems of 3D clustering measurements:

   - Require a fiducial cosmology to transform z into r.

   - Correspond to the average over a large volume.

•Alternative: measure          in thin redshift shells 
(Salazar-Albornoz et al. 2014). 

   - Relies on observable quantities (no fid. cosmology).

   - Probes the redshift evolution of the galaxy clustering. 

Clustering tomography

w(✓)



•Tomographic analysis of BOSS DR12.

Clustering tomography

4.1 The Data 51

Figure 4.1: An auto-correlation function (left) and a cross-correlation function
(right) between di↵erent redshift bins (see key) from the final BOSS galaxy
sample. Measurements are shown by red symbols, while the blue line shows the
prediction of our model described in §4.2.1 and §4.2.2, assuming the best-fitting
⇤CDM cosmology from the CMB temperature-anisotropy power spectrum as
measured by the Planck satellite.

4.1.2 Additional data sets

In order to improve the cosmological constraints obtained in this analysis, in
§4.3 and §4.4 we combine the information contained in the full shape of !(✓)
and its redshift evolution with additional data sets.

We use high-` (` = 50 � 2500) CMB temperature plus the low-` (` =
2�29) temperature+polarisation power spectrum, from the latest data release
of the Planck satellite, corresponding to the “Planck TT+lowP” case in Planck
Collaboration XIII (2015). We refer to this data set simply as “Planck”, and
to its combination with our !(✓) measurements on BOSS as “Planck + !(✓)”.

In addition, we use the luminosity-distance relation information from Type
Ia supernova (SNIa). To this end, we use the joint light-curve analysis com-
pilation (JLA; Betoule et al., 2014), which includes SNIa data from the full
SDSS-II (Frieman et al., 2008; Kessler et al., 2009; Campbell et al., 2013)
survey and the compilation in Conley et al. (2011), comprising data from the
Supernova Legacy Survey (Astier et al., 2006; Sullivan et al., 2011), the Hub-
ble space telescope (Riess et al., 2007; Suzuki et al., 2012) and several nearby
experiments. We only use this data set in combination with the other two,
thus whenever it is included, this is referred to as “Planck + !(✓) + SNIa”.

Salazar-Albornoz et al. (2016)



Clustering tomography on the final BOSS DR12 sample 9

Figure 6. Deviations between the true and the obtained values
for the derived parameters ↵?, ↵|| and f�8 at z = 0.5, from
the individual fits (symbols) on a subset of 100 md-patchy mock
catalogues. Error bars correspond to the estimated error on each
fit, while the blue bands show the sample standard deviation. The
upper panel shows the deviations on ↵?, the middle panel shows
the deviations on ↵||, and the lower panel shows those of f�8.

error bars correspond to the error from the individual fits,519

and the blue band corresponds to the standard deviation of520

the sample. The solid and dashed lines are the median and521

the mean of the distribution respectively, which are prac-522

tically indistinguishable because the individual values are523

normally distributed.524

Overall, these tests show that, through the redshift evo-525

lution of the full shape of !(✓), we can recover an expansion526

history and RSD information that is in very good agree-527

ment with the fiducial cosmology of the mocks, with the528

0.3� deviation in H(z) being the largest one. These tests529

also confirm the importance of a sensible choice of a model530

for the galaxy-bias evolution (see e.g. Clerkin et al. 2015),531

and show that our simple linear model in eq. (19) is flexible532

enough for the description of the redshift evolution of the533

linear bias of the BOSS galaxy sample.534

4 THE LINEAR BIAS OF THE BOSS GALAXY535

SAMPLE536

Assuming the best-fitting ⇤CDM cosmology from Planck,537

we measure the linear galaxy bias in each redshift shell in538

two ways. First, we fit all auto correlations independently539

(shell by shell), fitting b1 and marginalising over b2 and540

�8, the amplitude of (linear-theory) density fluctuations in541

spheres of R = 8 Mpc/h. We impose a prior on �8 from542

Planck. Secondly, we fit all redshift shells simultaneously,543

using each of our three models for b(z) (Linear, F96 and544

CGC), and marginalising over the other three nuisance pa-545

rameters of our model for !(✓). For comparison, we repeated546

the first test on the mean of the md-patchy mocks, using547

the correct PL(k) and �8 for the mocks cosmology.548

Figure 7. Redshift evolution of the linear galaxy bias. Red sym-
bols show individual fits to 18 !(✓) measurements on BOSS. The
green band shows the result of performing the same exercise on
the mean of the md-patchy mock catalogues. The dashed lines
show the 68% and 95% confidence intervals obtained by fitting
all clustering measurements simultaneously (excluding the three
highest-redshift ones) with the bias model given in equation (19).

4.1 The redshift evolution of the linear bias of549

BOSS galaxies550

None of the models for the redshift evolution of the linear551

galaxy-bias used in this analysis is able to simultaneously552

fit, within the errors, the first 16 measurements and the two553

high-redshift ones. A possible explanation for this is that,554

above z & 0.6, the BOSS galaxy sample behaves as a flux-555

limited one (see e.g. Saito et al. 2015), i.e. only intrinsically556

bright galaxies can be observed at those distances, while in-557

trinsically fainter ones are not in the sample. On the other558

hand, at z . 0.6, this galaxy sample is much closer to a559

volume-limited sample, thus practically all galaxies brighter560

than a certain absolute magnitude Mlim have been observed.561

In practice, this means that above z & 0.6, the e↵ective clus-562

tering amplitude is not representative of a given galaxy pop-563

ulation, but rather dominated by observational systematics.564

This e↵ect has not been observed before in other clustering565

analyses of BOSS galaxies in redshift bins (Reid et al. 2014;566

Saito et al. 2015), because the binning in those analyses con-567

sisted in much wider redshift-bins, hindering this variation568

in the amplitude of the clustering signal.569

Not being able to reproduce the linear bias, hence the570

clustering amplitude of these high-redshift measurements,571

has two important consequences. An incorrect estimation of572

the linear galaxy bias, for a given redshift shell, implies that573

all estimates of the covariance in equation (22) including this574

redshift shell will be incorrect. Secondly, the F96 and CGC575

models depend on the growth factor D(z), which encodes576

cosmological information. Then, non-cosmological variations577

in the linear galaxy-bias could result in biased cosmological578

constraints. For this reason, and in order to be conservative,579

we exclude the galaxies above redshift z = 0.6 from the rest580

of the analysis. This means that we do not use the last three581

MNRAS 000, 1–21 (2015)

•We can explore the redshift 
evolution of the linear bias. 

•Points show individual fits to 
18          BOSS measurements.

•The green band shows the 
result from PATCHY.

•The dashed lines show the 
constraints on        assuming

Clustering tomography

Salazar-Albornoz et al. (2016)

b(z) = b1 + b0(z � zref)

b(z) = b1 + b0(z � zref)

w(✓)
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•Basic parameters of ΛCDM 
measured to high accuracy

•BOSS prefers slightly     
lower O    than Planck

The ΛCDM model

Sánchez et al. (2016a)

⌦m = 0.3054± 0.0087

h = 0.6798± 0.0065
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•Our results are consistent 
with the ΛCDM model.

•Assuming a constant

•Our previous analysis
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The dark energy equation of state

wDE(a) = w0 + wa (1 � a)

Sánchez et al. (2016a)
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•Our results are consistent 
with the ΛCDM model.

•Assuming a constant

•Adding SN information

The dark energy equation of state

wDE(a) = w0 + wa (1 � a)

Sánchez et al. (2016a)

wDE = �0.991± 0.055

⌦m = 0.308± 0.013

wDE = �0.996± 0.042

⌦m = 0.306± 0.010
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•Our results are consistent 
with the ΛCDM model.

•Allowing         to evolve as

The dark energy equation of state

wDE(a) = w0 + wa (1 � a)

Sánchez et al. (2016a)

wDE(a) = w0 + wa (1 � a)

w0 = �0.92 ± 0.11
wa = �0.32 ± 0.40



•General relativity predicts

with 

• Deviations from this value 
could indicate a failure of GR.

• Combining Planck+BOSS

Testing general relativity

f (z) = ⌦m(z)�

� ' 0.55� ' 0.55

� = 0.61 ± 0.08
� = 0.69 ± 0.15 (DR11)

Sánchez et al. (2016a)



•Galaxy surveys require considerable resources from 
the community.

•Effort to maximise the information extracted from 
these data sets.

•Question often posed as which statistic or method 
should be used (e.g.           vs        ).

• Additional information can be obtained from the 
combination of different results.

BOSS consensus constraints
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• Galaxy clustering information can be compressed into 
a set of parameters D (e.g.                                              ) 

• A set of m measurements Di,       can be combined into a 
set of consensus constraints             (Sánchez et al. 2016b)

BOSS consensus constraints
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•Application to BOSS DR12 results:

•Consensus constraints are ~10 to 20% tighter than the 
most accurate measurement from the original set.

•Good agreement with the Planck ΛCDM prediction.

BOSS consensus constraints
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•All analyses are combined into our final consensus 
constraints on                        and            

    https://www.sdss3.org/science/boss_publications.php

•Cosmological implications explored in Alam et al. (2016)

BOSS consensus constraints
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•A new generation of large volume galaxy surveys:

Future galaxy surveys

- BOSS: LG at 0.2 < z < 0.7 
& QSO 2.3 < z < 2.8 

- eBOSS: LRGs, ELGs, QSO   
at 0.7 < z < 2.8

- PFS: ELGs, 0.6 < z < 2.2 

- HETDEX: Ly-α emitters, 
1.9 < z < 3.5 

- Euclid: H-α emitters,     
0.6 < z < 2

Figure: Will Percival
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Final remarks
•Analysis of the final BOSS galaxy sample completed.

•Several analysis methods based on the same underlying 
model.

•Improved methodology leads to an increase in the 
constraining power of the sample.

•BOSS has shown that BAO & RSD can be used as robust 
and accurate cosmological probes.

•A quality jump in our use of LSS to constrain deviations 
from ΛCDM, which will be extended to future surveys.


