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• To discover new particles 
• Large masses, so only rarely produced 

• At the LHC, proton is used as a source of “partons” 
• generic term for “quark and gluon” constituents 
• Structure mapped out by HERA in exquisite detail

19. Structure functions 13
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Figure 19.4: The bands are x times the unpolarized parton distributions f(x)
(where f = uv, dv, u, d, s ≃ s̄, c = c̄, b = b̄, g) obtained in NNLO NNPDF2.3 global
analysis [45] at scales µ2 = 10 GeV2 and µ2 = 104 GeV2, with αs(M2

Z) = 0.118.
The analogous results obtained in the NNLO MSTW analysis [43] can be found in
Ref. [62].

where we have used F γ
2 = 2xF γ

T + F γ
L , not to be confused with F γ

2 of Sec. 19.2. Complete
formulae are given, for example, in the comprehensive review of Ref. 80.

The hadronic photon structure function, F γ
2 , evolves with increasing Q2 from

the ‘hadron-like’ behavior, calculable via the vector-meson-dominance model, to the
dominating ‘point-like’ behaviour, calculable in perturbative QCD. Due to the point-like
coupling, the logarithmic evolution of F γ

2 with Q2 has a positive slope for all values of x,
see Fig. 19.15. The ‘loss’ of quarks at large x due to gluon radiation is over-compensated
by the ‘creation’ of quarks via the point-like γ → qq̄ coupling. The logarithmic evolution
was first predicted in the quark–parton model (γ∗γ → qq̄) [81,82], and then in QCD in
the limit of large Q2 [83]. The evolution is now known to NLO [84–86]. The NLO data
analyses to determine the parton densities of the photon can be found in [87–89].

19.5. Diffractive DIS (DDIS)

Some 10% of DIS events are diffractive, γ∗p → X + p, in which the slightly deflected
proton and the cluster X of outgoing hadrons are well-separated in rapidity. Besides
x and Q2, two extra variables are needed to describe a DDIS event: the fraction xIP
of the proton’s momentum transferred across the rapidity gap and t, the square of the
4-momentum transfer of the proton. The DDIS data [90,91] are usually analyzed using
two levels of factorization. First, the diffractive structure function FD

2 satisfies collinear
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“x” is fraction 
of proton momentum,  
as probed at scale 1/µ: 

most partons take a very  
small fraction!
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P R O T O N - P R O T O N  C O L L I S I O N S   
AT  T H E  L H C :  A  T Y P I C A L  E V E N T

Soft particles 
with low pT < 2 GeV



P R O T O N - P R O T O N  C O L L I S I O N S   
AT  T H E  L H C :  A  R A R E  E V E N T

e.g. a Higgs boson  
candidate



A  T Y P I C A L  E V E N T

diagrammatic view of a 
“soft” interaction between  

the proton constituents

SHERPA



R A R E !  

“hard” interaction between 
the proton constituents:  

large momentum exchange,  
high multiplicity, complex topology SHERPA





A C T  I I :  B U I L D I N G  A + A  F R O M  P + P
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To first order, A+A is just O(A) p+p collisions at the same time: 
but huge variations event-to-event
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“Glauber model” 

1. Generate two colliding nuclei  
with 3D nucleon positions  
chosen from measured density 
distributions (e scattering) 
 
 

2. Nucleons interact when 
transverse distance satisfies 
 
 
 
typically using the inelastic  
pp cross section for NN  
 
 

⇢(r) =
⇢0

1 + exp ([r �R]/a)

d <
p

�NN/⇡

participants : N
part

collisions : N
coll

T
AA

: N
coll

/�
NN

“thickness”, hard

“volume”, soft



A + A  I N  A C T I O N

simulation of two gold-nuclei colliding at RHIC: 
many collisions in initial state produce many partices,  

with many reinteractions among them (dynamical evolution),  
and then freeze out to final-state hadrons
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Figure 5. Thermal fit of particle yields in 0-10% central Pb–Pb with the SHARE model for various scenarios.

oration released results on the production of deuterons, 3He and 3
⇤

H, found to be in agreement with the equilibrium
fits.

Di↵erent explanations have been proposed in the literature to explain the particle yields measured at the LHC and
the “anomaly” in the p/⇡ ratio, as summarized below.

Incomplete Hadron List. One of the basic ingredients in the thermal models is the list of hadrons and high mass
resonances which feed-down to the (stable) measured species. It is known that this list is incomplete, and it was
argued (see e.g. [48]) that this could explain the tension, as decays of high mass resonances would a↵ect pions more
than protons. Quantitative calculations were made in [49, 50, 51], where it was shown that reasonable assumptions on
high mass resonances based on the Hagedorn spectrum could explain the low p/⇡. However, these additional states
could potentially spoil the agreement with other particle ratios (most notably, multistrange baryons, which could
however be included as discussed [52]) and some of the underlying assumptions of the model are not constrained by
first principles.

Non-Equilibrium Thermal Model. In the framework of the non-equilibrium thermal model, as implemented in the
SHARE code [4], it is possible to find a set of parameters which describes all hadrons except nuclei, with a very good
�2/NDF [4, 53]. An interesting feature of this description is that the physical parameters of the fireball at freeze-
out (pressure, energy density and entropy density) are rather constant as a function of energy and centrality [53],
consistently with the physical picture underlying this model. Additional support for this picture comes from the
combined study of yields and transverse momentum distributions discussed in [54, 55]. The main weak points of the
non-equilibrium fits come from the additional free parameters and the relatively small number of particles included in
the fits.

In Fig. 5, SHARE is used both in the equilibrium and in the non-equilibrium mode (�q fixed to unity or free) in
order to fit the ALICE measurement, including or not nuclei. It the equilibrium model, nuclei follow the systematics

6

100’s of particle states 
listed in the Particle Data Book

“hadron gas”: 
hadrons in thermal equilibrium  

w/ temperature T and  
chemical potential µB

Bears out Hagedorn’s pre-QCD “bootstrap” picture  
of the 1960’s: hadrons can only be heated up to T~TH.  

Hotter temperatures simply produce higher mass states! 

Describes yields in many systems:  
proton-proton, electron-positron,  

heavy ion collisions… 
all with a similar T ~ 160 MeV 

~ 2 trillion K (100x core of sun!)



T H E  Q U A R K - G L U O N  P L A S M A

Equation of state from HotQCD lattice QCD calculations (Basazov et al) for µB=0 

Similar features to hadron gas at low T, but breaks from it above Tc = 154(9) MeV (!) 
with a smooth crossover transition 

Deviations from the Stefan-Boltzmann limit attributed to strong-coupling (AdS/CFT)

9
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Figure 5: Spline fits to the trace anomaly for several values of the lattice spacing aT = 1/N⌧ and the result of our continuum
extrapolation (left). Note that the error bands shown here do not include the 2% scale error. The right hand panel shows
suitably normalized pressure, energy density, and entropy density as a function of the temperature. In this case the 2% scale
error is included in the error bands. The dark lines show the prediction of the HRG model. The horizontal line at 95⇡2/60
in the right panel corresponds to the ideal gas limit for the energy density and the vertical band marks the crossover region,
Tc = (154± 9) MeV.

Figure 6: The comparison of the HISQ/tree and stout results
for the trace anomaly, the pressure, and the entropy density.

fixing cn = cd = 0 gives an excellent parametrization of
all our numerical data and is in good agreement with the
HRG estimate, at least down to T = 100 MeV. Further-
more, this parametrization agrees with the N⌧ = 8 data
well beyond T = 400 MeV.

The values of the parameters in our ansatz for the pres-
sure, Eq. (16), are summarized in Table II. The results
of this ansatz for the speed of sound, energy density, and
specific heat are compared with our continuum extrapo-
lated error bands in Figs. 7 and 8.

V. SPECIFIC HEAT, THE SPEED OF SOUND
AND DECONFINEMENT

All thermodynamic quantities, for fixed light and
strange quark masses, depend on a single parameter—
the temperature. In Section IV, we derived the basic
thermodynamic observables (✏, p, s) from the contin-
uum extrapolated trace anomaly ⇥µµ(T ). We now dis-
cuss two closely related observables that involve second
order derivatives of the QCD partition function with re-
spect to the temperature, i.e., the specific heat,

CV =
@✏

@T

����
V

⌘
✓
4

✏

T 4

+ T
@(✏/T 4)

@T

����
V

◆
T 3 , (17)

and the speed of sound,

c2s =
@p

@✏
=

@p/@T

@✏/@T
=

s

CV
. (18)

The quantity Td(✏/T 4)/dT can be calculated directly
from the trace anomaly and its derivative with respect
to temperature,

T
d✏/T 4

dT
= 3

⇥µµ

T 4

+ T
d⇥µµ/T 4

dT
. (19)

These identities show that the estimates for the specific
heat and the speed of sound should be of a quality similar
to ✏/T 4 or p/T 4. In Figs. 7 and 8, we show the agree-
ment between the bootstrap error bands for these quan-
tities and the estimates obtained by taking second or-
der derivatives of the analytic parameterization for p/T 4

given in Eq. 16. The latter are shown as dark lines inside
the bootstrap error bands.
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We present results for the equation of state in (2þ 1)-flavor QCD using the highly improved staggered
quark action and lattices with temporal extent Nτ ¼ 6, 8, 10, and 12. We show that these data can be
reliably extrapolated to the continuum limit and obtain a number of thermodynamic quantities and the
speed of sound in the temperature range 130–400 MeV. We compare our results with previous calculations
and provide an analytic parameterization of the pressure, from which other thermodynamic quantities can
be calculated, for use in phenomenology. We show that the energy density in the crossover region,
145 MeV ≤ T ≤ 163 MeV, defined by the chiral transition, is ϵc ¼ ð0.18–0.5Þ GeV=fm3, i.e.,
ð1.2–3.1Þ ϵnuclear. At high temperatures, we compare our results with resummed and dimensionally
reduced perturbation theory calculations. As a byproduct of our analyses, we obtain the values of the scale
parameters r0 from the static quark potential and w0 from the gradient flow.
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I. INTRODUCTION

At high temperatures, matter governed by strong inter-
actions (strong interaction matter) undergoes a deconfining
transition to a new state, in which the thermodynamics can
be described in terms of quark and gluon degrees of
freedom. The equation of state (EoS) of such matter, just
as for many other thermodynamic systems, is of funda-
mental importance for understanding its composition as
well as its static and dynamical properties. Studying the
properties of this matter using QCD was made possible by
the formulation of lattice-regularized QCD [1] and the
development of numerical algorithms for its analysis [2].
Lattice calculations of the QCD EoS were first performed
in 1980 [3], and driven by the steady growth in computing
resources and the development of new simulation algo-
rithms, there now exist precise results for the transition
temperature [4,5], fluctuations of conserved charges [6–8]
as well as the EoS. For recent reviews, see for instance
Refs. [9–11].
The EoS contains information on the relevant degrees of

freedom in the thermal medium in different temperature

regimes and reflects the transition between different states
of matter. A quantitative description of the QCD EoS over a
wide temperature range is needed to understand the
expansion and cooling of matter in the early universe, as
well as of the hot dense nuclear matter created in heavy ion
collisions.
To study the QCD EoS across a transition between

different states of matter, at which the internal degrees of
freedom are highly correlated, requires nonperturbative
techniques. However, in the case of strong interaction
matter, the need for nonperturbative methods is not
restricted to the strongly interacting region close to the
QCD transition temperature, but is also needed far above
this deconfining transition where well-known infrared
problems [12] prohibit a straightforward perturbative
analysis of QCD thermodynamics. Also, at low temper-
atures, where the hadron resonance gas models (HRGs) for
the description of the hadronic EoS are quite successful
[13], lattice QCD calculations are important as they provide
the benchmark estimates of thermal properties of in-
medium hadrons and the EoS of hadronic matter. In
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Tc~2×1012 K

quark & gluon 
fields on a spacetime lattice

pressure

energy density

entropy density



T H E  Q G P  P H A S E  D I A G R A M

Tc~2×1012 KCrossover 
for µB=0

1st order 
for µB>0

Critical 
point?

what do we know already about hot QCD? 

search for 
critical point is 

a major focus of 
RHIC energy scan 

(2018-2019)



The universe was made  
of QGP around a few µs  

after the big bang

but now we have  
to make it ourselves…



P R E L U D E :  D I S C O V E R I E S  AT  R H I C  @  B N L :  

STAR

PHENIX

PHOBOS  
(2000-2005)

BRAHMS 
(2000-2006)

p+p (200 & 510 GeV), p+Au, d+Au, Cu+Cu, Au+Au, U+U (7.7-200 GeV/u) →→ →



T W O  M A I N  D I S C O V E R I E S  @  R H I C

C O L L E C T I V E  F L O W  
( P E R F E C T  F L U I D )

J E T  Q U E N C H I N G

explaining these two will make the LHC results  
much easier to understand
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In a peripheral nuclear 
collision, overlap region 

is ellipse-shaped
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If system thermalizes 
rapidly, then pressure 
gradients are larger 
along one direction

In a peripheral nuclear 
collision, overlap region 

is ellipse-shaped
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In a peripheral nuclear 
collision, overlap region 

is ellipse-shaped

If system thermalizes 
rapidly, then pressure 
gradients are larger 
along one direction

Events will show distinct 
modulation in azimuth (ɸ) 

about “event plane” 
(more particles “in plane”!)
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Collision of two nuclei (transverse plane)
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Nearly perfect fluid $ Hydrodynamic evolution
The system evolves from the initial energy density distribution

according to energy and momentum conservation:

@

µ

T

µ⌫

= 0

T

µ⌫

= (✏+ P )u

µ

u

⌫ � Pg

µ⌫

+ ⇡
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MUSIC B. Schenke, S. Jeon, C. Gale, Phys. Rev. C82, 014903 (2010); Phys.Rev.Lett.106, 042301 (2011)

3+1D event-by-event relativistic viscous hydrodynamic simulation

initial ideal
shear viscosity
⌘/s = 0.16

evolve to

⌧ = 6 fm/c

Björn Schenke (BNL) TRW2012 BNL 4/26

“Initial stage” 
conversion of nucleon density to energy density

✏(x, y) / ⇢(x, y)

(some calculations use this to seed & evolve classical Yang-Mills)

B. Schenke, et al
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3+1D event-by-event relativistic viscous hydrodynamic simulation

initial ideal
shear viscosity
⌘/s = 0.16

evolve to

⌧ = 6 fm/c

Björn Schenke (BNL) TRW2012 BNL 4/26

& equation of state from lattice

ideal 
hydroHydrodynamic 

evolution:

t=6 fm/c

B. Schenke, et al

convert to hadrons 
Tf(x,y,z)=120 MeV
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be explained by the momentum resolution of the FTPCs. To
quantify the influence of the momentum resolution a Monte
Carlo simulation of v2(pt ) based on the measurements at
midrapidity was done, but the input η and pt spectra were
obtained from measurements of the Au+Au minimum bias
data at forward rapidities. Results of embedding charged pions
(neglecting protons) in real Au+Au events up to 5% of the
total multiplicity in the FTPCs were used to estimate the
momentum resolution as a function of η and pt . At η = 3.0
the momentum resolution goes from 10% at low pt to 35%
at pt = 2.0 GeV/c, but gets about a factor of two worse at
η = 3.5. In Fig. 17 the MC simulation v2(pt ), including the
momentum resolution of the FTPCs, seems to explain the
observed flattening by smearing low pt particles to higher pt .
Thus we cannot conclude that the shape of the pt dependence
of elliptic flow at forward rapidities is different from that at
midrapidity, even though the values integrated over pt are
considerably smaller as shown in Fig. 16.
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3. High pt

Hadron yields at sufficiently high transverse momentum
in Au+Au collisions are believed to contain a significant
fraction originating from the fragmentation of high-energy
partons resulting from initial hard scatterings. Calculations
based on perturbative QCD predict that high-energy partons
traversing nuclear matter lose energy through induced gluon
radiation [36]. Energy loss (jet quenching) is expected to
depend strongly on the color charge density of the created
system and the traversed path length of the propagating
parton. Consistent with jet-quenching calculations, strong
suppression of the inclusive high-pt hadron production [10,37]
and back-to-back high-pt jetlike correlation [38] compared
to the reference p+p and d+Au systems was measured in
central Au+Au collisions at RHIC. In noncentral heavy-ion
collisions, the geometrical overlap region has an almond
shape in the transverse plane, with its short axis lying in the
reaction plane. Partons traversing such a system, on average,
experience different path lengths and therefore different energy
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Large amplitudes & 
“mass splitting” at low pT 

and high pT

dN

d�
/ 1 + 2

X

n

vn cos (n [�� n]) Estimate Ψ2 using 
forward measurements 

(particles or energy)  
and extract 

 

for identified hadrons

v2 = hcos (2 [�� 2])i

Bulk of particles behave like subatomic droplet of relativistic fluid, 
which thermalize in less than 1fm/c ~ 0.3x10-23 s!
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be explained by the momentum resolution of the FTPCs. To
quantify the influence of the momentum resolution a Monte
Carlo simulation of v2(pt ) based on the measurements at
midrapidity was done, but the input η and pt spectra were
obtained from measurements of the Au+Au minimum bias
data at forward rapidities. Results of embedding charged pions
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total multiplicity in the FTPCs were used to estimate the
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at pt = 2.0 GeV/c, but gets about a factor of two worse at
η = 3.5. In Fig. 17 the MC simulation v2(pt ), including the
momentum resolution of the FTPCs, seems to explain the
observed flattening by smearing low pt particles to higher pt .
Thus we cannot conclude that the shape of the pt dependence
of elliptic flow at forward rapidities is different from that at
midrapidity, even though the values integrated over pt are
considerably smaller as shown in Fig. 16.
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system and the traversed path length of the propagating
parton. Consistent with jet-quenching calculations, strong
suppression of the inclusive high-pt hadron production [10,37]
and back-to-back high-pt jetlike correlation [38] compared
to the reference p+p and d+Au systems was measured in
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J E T  Q U E N C H I N G  I N  Q C D

q/g

q/g

q/g

Hard scattering of two partons leads to jet production: 
scattered partons fragment and then hadronize



J E T  Q U E N C H I N G  I N  Q C D

q/g

q/g

!8

Medium-induced radition

If λ < τf, multiple scatterings  
add coherently

2ˆ~ LqE Smed αΔ

2
2
T

f k
ω

τ =

Zapp, QM09

Lc = τf,max

propagating  
parton

radiated 
gluon

Landau-Pomeranchuk-Migdal effect 
Formation time important

Radiation sees  
length ~τf at once

Energy loss depends on density:
ρ

λ
1

∝

λ

2

ˆ
⊥

≡
q

q

and nature of scattering centers 
(scattering cross section)

Transport coefficient

Partons lose energy traversing medium, due to : 
1. gluon radiation  (coherently if tform> m.f.p. ➔ L2)  
2. elastic scattering (transfer of energy to medium) 

q/g

q̂


GeV2

fm

�
/ hq2?i

�
�E / ↵sq̂L

2

transport coefficient:

↤ L ↦

Energy loss sensitive to density & coupling, 
⇒ reduction in rate at fixed pT

~ density

∆E
⇐

pT

dN/dpT



I N T E R M E Z Z O :   
H A R D  P R O C E S S  R AT E S  I N  P P  &  A A

Rpp
X = Lpp ⇥ �pp

X

RAA

X

= L
AA

⇥ �AA

tot

⇥ hN
coll

i ⇥ �pp

X

�pp

tot

Rate of X in pp

Rate of X in AA

= L
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AA

⇥ �pp

X

⇥ hN
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i
�pp
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= L
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⇥ �pp

X

⇥ hN
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i ⇥ �tot

AA

�pp
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40,000!

=<TAA>
minimum-bias rate

“partonic 
luminosity”

“mean nuclear 
thickness”



I N T E R M E Z Z O :  
T H E  “ M A S T E R  E Q U AT I O N ”  F O R  A A

NX = NAA ⇥ �pp
X hTAAi

which defines “nuclear modification factor”

RX
AA =

NX

NAA�
pp
X hTAAi

Cross sections in pp, yields in AA, and thickness from calculations 



“ C E N T R A L I T Y ”

Glauber Modeling in Nuclear Collisions 14

3 Relating the Glauber Model to Experimental Data

Unfortunately, neither Npart nor Ncoll can be directly measured in a RHIC exper-
iment. Mean values of such quantities can be extracted for classes of (Nevt) mea-
sured events via a mapping procedure. Typically a measured distribution (e.g.,
dNevt/dNch) is mapped to the corresponding distribution obtained from phe-
nomenological Glauber calculations. This is done by defining “centrality classes”
in both the measured and calculated distributions and then connecting the mean
values from the same centrality class in the two distributions. The specifics of this
mapping procedure differ both between experiments as well as between collision
systems within a given experiment. Herein we briefly summarize the principles
and various implementations of centrality definition.

3.1 Methodology
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Figure 8: A cartoon example of the correlation of the final state observable
Nch with Glauber calculated quantities (b, Npart). The plotted distribution and
various values are illustrative and not actual measurements (T. Ullrich, private
communication).

The basic assumption underlying centrality classes is that the impact param-
eter b is monotonically related to particle multiplicity, both at mid and forward
rapidity. For large b events (“peripheral”) we expect low multiplicity at mid-
rapidity, and a large number of spectator nucleons at beam rapidity, whereas
for small b events (“central”) we expect large multiplicity at mid-rapidity and a
small number of spectator nucleons at beam rapidity (Figure 8). In the simplest
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Convolve Glauber calculations with simple  
particle production models to estimate fraction  

of total AA cross section observed by each experiment 

Data is then divided into percentile bins:  
Using only monotonicity, model allows extraction 

of ⟨Npart⟩, ⟨Ncoll⟩, ⟨TAA⟩  for each bin!

Miller et al, 2007Energy measured at forward angles



E X P E R I M E N TA L  S I G N AT U R E S  O F   
J E T  Q U E N C H I N G  ( P H E N I X  @  R H I C )
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• Initial state - fewer incoming partons? (nPDF) 

• Final state - energy loss in final state?
➔ No similar deficit of direct (prompt) photons

photons

hadrons
heavy flavor

➔ For pT>6 GeV, all hadrons have 

RAA ~ 1

RAA ~ 0.2-0.4

RX
AA =

NX

NAA�
pp
X hTAAi



S T R O N G  V S .  W E A K  C O U P L I N G

C O L L E C T I V E  F L O W J E T  Q U E N C H I N G

M E D I U M  
P R O P E R T I E S

D E N S I T Y C O U P L I N G

V I S C O S I T Y /
E N T R O P Y

⌘

s
� 1

4⇡

Determining QGP transport properties 
is one of the only known ways to  

test bound predicted using AdS/CFT (Son et al)



V I S C O U S  H Y D R O D Y N A M I C S  

Nearly perfect fluid $ Hydrodynamic evolution
The system evolves from the initial energy density distribution

according to energy and momentum conservation:
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Viscosity is dissipative (think friction): reduces v2, and  
blurs fine structure of hydrodynamic evolution

B. Schenke, et al

t=6 fm/c
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A C T  I I I :  I O N S  @  T H E  L H C

• Collisions at the LHC are 
• Denser: ×2 in dN/dη / (Npart/2) 
• Hotter 
• Longer-lived 
• with dramatic increases in hard process rates: probe medium 

• The LHC is a versatile machine 
• lead-lead collisions 
• proton-proton collisions for reference data 
• proton-lead to study impact of nPDFs



C O L L I S I O N S  I N  R U N S  1  &  2

p+p p+Pb Pb+Pb
900 GeV (2009)  
2.76 TeV (2013)  
5.02 TeV (2015)  
7 TeV (2010-11)  

8 TeV (2012)  
13 TeV (2015)

 
5.02 TeV (2012-13)  

8.16 TeV (2016)  

2.76 TeV (2010-11)  
5.02 TeV (2015)

E V E R Y  P B + P B  &  P + P B  R U N  H A S  “ R E F E R E N C E ”  P + P  R U N



L H C  A S  A  H E AV Y  I O N  C O L L I D E R

~0.3 µb-1/day ~6 µb-1/day ~30 µb-1/day!

Huge improvements year-to-year, with a key limitation for future runs 
being burn-off from electromagnetic interactions

Lint = 3x1027/cm2sLint = 5x1026/cm2sLint = 2x1025/cm2s

R U N  1  
( 2 0 1 0 - 1 1 )

R U N  2  
( 2 0 1 5 - 2 0 1 8 )

R U N  3  
( 2 0 2 1 - 2 0 2 3 )

R U N  4  
( 2 0 2 6 - 2 0 2 9 )

0 . 1 5  n b - 1 1  n b - 1 1 0  n b - 1 ?



T H E  L H C  H E AV Y  I O N  P R O G R A M

All experiments participating, including LHCb in Run 2

ATLAS

CMS
LHCb

ALICE



A C T  I V:  AT L A S  H I  @  T H E  L H C

1. Precise charged-particle tracking in |η|<2.5

⌘ = � ln tan(✓/2)

“pseudorapidity”



A C T  I V:  AT L A S  H I  @  T H E  L H C

⌘ = � ln tan(✓/2)

“pseudorapidity”

1. Precise charged-particle tracking in |η|<2.5

2. Hadronic & EM calorimetry in |η|<4.9



A C T  I V:  AT L A S  H I  @  T H E  L H C

2. Hadronic & EM calorimetry in |η|<4.93. Precise µ tracking in |η|<2.7

⌘ = � ln tan(✓/2)

“pseudorapidity”

1. Precise charged-particle tracking in |η|<2.5
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A  R U N  2  P B + P B  E V E N T



A C T  I V:  AT L A S  H I  @  T H E  L H C

• Sophisticated detector 
• Occupancies in silicon, calorimeter, and muon 

spectrometers are no problem in central Pb+Pb 
• Only the TRT has typical occupancies (>80%) too high for 

use for most reconstructed tracks 

• Powerful multi-level trigger system 
• Hardware (L1) triggers for typical collisions, muons, 

electrons, photons 
• Software-based (HLT) triggering, at nearly-full rate, for 

selecting events with jets, and even exclusive states 
• Allows utilization of full LHC delivered luminosity



F I R S T  R E S U LT S  F R O M  R U N  1  P B + P B
LHC provided first Pb+Pb collisions on Nov 7, 2010.  

RHIC provided context of where to look first

Almost immediately we observed individual collisions in ATLAS  
with one high pT jet in the calorimeter, without a clear partner  

ɸ

looking 
along z direction



F I R S T  D I R E C T  O B S E R VAT I O N  O F  J E T  
Q U E N C H I N G  AT  T H E  L H C
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HIJING+PYTHIA

∆ɸ

ET1

ET2

AJ =
ET1 � ET2

ET1 + ET2

“Dijet asymmetry”

In more central collisions,  
increasing probability of asymmetric dijet pairs, 

relative to expectations from pp or simulated Pb+Pb.  

Interestingly, the jets remain back-to-back

peripheral central

PRL 105 (2010) 252303



C O L L E C T I V I T Y  I N  P B + P B
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(a) (b)take pairs of charged 
tracks in ATLAS with  
e.g. 2 < pT < 3 GeV 
and plot difference 

 (∆) in η & ɸ 

Normalize by choosing 
partner from a different  

event with similar features 
(background)

C(�⌘,��) =
S(�⌘,��)

B(�⌘,��)

A huge “ridge” structure at ∆ɸ~0 
(familiar to pp community from 2010 CMS measurement)

PRC 86, 014907 (2012)

“two-particle correlation function”
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Requiring |η|>2 removes jets

These measurements (& other methods) give vn out to n=6 
(& all add coherently at ∆ɸ~0 to make the ridge huge)
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1 + 2
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FIG. 4. (Color online) Root-mean-square anisotropic flow co-
efficients ⟨v2n⟩

1/2, computed as a function of centrality, com-
pared to experimental data of vn{2}, n ∈ {2, 3, 4}, by the
ALICE collaboration [3] (points). Results are for 200 events
per centrality with bands indicating statistical errors.
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FIG. 5. (Color online) Comparison of vn(pT ) using two dif-
ferent switching times τswitch = 0.2 fm/c (wide), and 0.4 fm/c
(narrow). Experimental data by the ATLAS collaboration us-
ing the event-plane (EP) method [4] (points). Bands indicate
statistical errors.

The effect of changing the switching time from
τswitch = 0.2 fm/c to τswitch = 0.4 fm/c is shown in Fig. 5.
Results agree within statistical errors, but tend to be
slightly lower for the later switching time. The nonlinear
interactions of classical fields become weaker as the sys-
tem expands and therefore Yang-Mills dynamics is less
effective than hydrodynamics in building up flow at late
times. Yet it is reassuring that there is a window in time
where both descriptions produce equivalent results.

Because a constant η/s is at best a rough effective
measure of the evolving shear viscosity to entropy den-
sity ratio, we present results for a parametrized temper-
ature dependent η/s, following [33]. We use the same
parametrization (HH-HQ) as in [33, 34] with a minimum
of η/s(T ) = 0.08 at T = Ttr = 180MeV. The result,
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FIG. 6. (Color online) Comparison of vn(pT ) using con-
stant η/s = 0.2 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the ATLAS col-
laboration using the event-plane (EP) method [4] (points).
Bands indicate statistical errors.

compared to η/s = 0.2 is shown for 20− 30% central col-
lisions in Fig. 6. The results are indistinguishable when
studying just one collision energy. The insensitivity of
our results to two very different functional forms may
suggest that a very large fraction of the magnitude of
the flow coefficients is built up at later times when η/s
is very small. Also, since second order viscous hydrody-
namics breaks down when Πµν is comparable to the ideal
terms, our framework may be inadequate for large values
of η/s.

At top RHIC energy, as shown in Fig. 7, the experi-
mental data from STAR [35] and PHENIX [1] is well de-
scribed when using a constant η/s = 0.12, which is about
40% smaller than the value at LHC. A larger effective η/s
at LHC than at RHIC was also found in [36]. The tem-
perature dependent η/s(T ) used to describe LHC data
works well for low-pT RHIC data, but underestimates
v2(pT ) and v3(pT ) for pT > 1GeV. The parametrizations
of η/s(T ) in the literature are not definitive and signif-
icant improvements are necessary. Our studies suggest
great potential for extracting the temperature dependent
properties of QCD transport coefficients by performing
complementary experiments extracting flow harmonics at
both RHIC and LHC.

In Fig. 8 we present results for v1(pT ) compared to ex-
perimental data from ALICE [37], extracted in [39], and
from ATLAS [38]. v1(pT ) cannot be positive definite be-
cause momentum conservation requires ⟨v1(pT )pT ⟩ = 0.
There is a disagreement between the experimental results
(discussed in [38]) and between theory and experiment at
LHC. On the other hand, v1(pT ) at RHIC is very well re-
produced (see Fig. 7). One possible explanation for the
data crossing v1(pT ) = 0 at a lower pT than the calcu-
lation at LHC could be the underestimation of the pion
pT -spectra at very low pT – see Fig. 2. However, this is

Viscous hydro agrees well with LHC experimental data: 
compared with RHIC (η/s~0.12) suggests rises slowly with √s. 

Major focus for sPHENIX @ RHIC (2022-) 

Gale et al, PRL 110 (2012) 012032



W I T H  O N LY  ~ 7  µ b - 1

Established the presence of jet quenching 

Provided data on collective expansion to constrain the  
initial conditions and transport properties 

Almost all new heavy ion data 
(whether energy, system, or new detectors)  

provides striking new insights!
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scaled up by σZ

NNLO⟨TAA⟩ 
W yields corrected to 
fiducial region, scaled 

by Ncoll 

G. AAD et al. PHYSICAL REVIEW C 93, 034914 (2016)
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FIG. 7. Fully corrected normalized yields of prompt photons as a function of pT in |η| < 1.37 [(a)–(d)] and 1.52 ! |η| < 2.37 [(e)–(h)]
using tight photon selection, isolation cone size "Riso = 0.3, and isolation transverse energy of less than 6 GeV, divided by JETPHOX predictions
for pp collisions, which implement the same isolation selection. The combined scale and PDF uncertainty on the JETPHOX calculation is shown
by the gray line with yellow area. In addition, two other JETPHOX calculations are shown, also divided by the pp results: Pb + Pb collisions
with no nuclear modification (black line with gray area) and Pb + Pb collisions with EPS09 nuclear modifications (gray line with blue area).
Statistical uncertainties are shown by the bars. Systematic uncertainties on the photon yields are combined and shown by the upper and lower
braces. The scale uncertainties owing only to ⟨TAA⟩ are tabulated for each bin in Table I.

for Pb + Pb (both with A = 208) collisions using the standard
PDF. The other incorporates nuclear modifications to the
nucleon parton distributions using the EPS09 [1] PDF set,
which are x- and Q2-dependent modifications of the CTEQ 6.1

PDF, defined as ratios of the standard PDF as a function of x at a
hardness scale Q2

0 = 1.69 GeV2 and evolved to the relevant Q2

using standard DGLAP evolution. The EPS09 modifications
have their own set of 15 uncertainty eigenvectors, which are
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Photon yields, 
scaled by ⟨TAA⟩, 

compared to pQCD 

Geometry is under control, but no strong modifications observed: 
Standard Model works very well for HI.   

With increased precision, look for small nPDF effects in Run 2

Z W 𝛾
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uncertainties that affect the overall normalization are the
dominant contribution.
The pp differential jet cross sections are shown in Fig. 1

for the following absolute rapidity ranges: 0–0.3, 0.3–0.8,
0.8–1.2, 1.2–2.1, and 0–2.1. These results are consistent
with a previous measurement with fewer events [37]. The
differential per-event jet yield in Pbþ Pb collisions, multi-
plied by 1=hTAAi, is shown in Fig. 2, in selected rapidity
and centrality bins in the lower and upper panels, respec-
tively. The dashed lines represent the pp jet cross sections
for that same rapidity bin; the jet suppression is evidenced
by the fact that the jet yields fall below these lines.
The jet RAA as a function of pT is shown in Fig. 3 for

different ranges in collision centrality and jet rapidity. The
RAA is observed to increase weakly with pT , except in the
most peripheral collisions. In the 0%–10% and jyj < 2.1
centrality and rapidity intervals, which have the smallest
statistical uncertainty, the RAA is 0.47 at pT ∼ 55 GeV and
rises to 0.56 at pT ∼ 350 GeV. These distributions were fit,

accounting for the pointwise correlations in the uncertain-
ties, to the functional form a lnðpTÞ þ b. The slope
parameter was found to be significantly above zero in
all but the most peripheral collisions. The magnitude and
weak increase of the RAA in central collisions are described
quantitatively by recent theoretical calculations [38,39].
The results of this measurement are consistent with
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FIG. 2 (color online). The per-event jet yield in Pbþ Pb
collisions, multiplied by 1=hTAAi, as a function of pT (scaled
by successive powers of 102). The upper panel shows the 0–2.1
rapidity range in different centrality intervals. The lower panel
shows the 0%–10% centrality interval in different rapidity ranges.
The statistical and systematic uncertainties are indicated by the
error bars (too small to be seen on this scale) and shaded bands,
respectively. The points and horizontal error bars indicate the pT
bin center and width, respectively. The solid and dashed lines
represent the pp jet cross section for the same rapidity interval
scaled by the same factor.
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x2 suppression 
in more central events

Slow rise 
with increasing jet pT

Weak dependence  
on jet rapidity

Surprisingly little variation with pT or y: 
Increased fraction of q jets compensate more-steeply falling spectrum? 

PRL 114 (2015) 072302
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Figure 2: The 1
N

dN

dxJ
distributions for pairs with 100 < pT1 < 126 GeV for di↵erent collision centralities. The

Pb+Pb data is shown in red, while the pp distribution is shown for comparison in blue, and is the same in all panels.
Statistical uncertainties are indicated by the error bars while systematic uncertainties are shown with shaded boxes.
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pp (blue). Statistical uncertainties are indicated by the error bars while systematic uncertainties are shown with
shaded boxes.

Figure 3 shows the 1
N

dN

dxJ
for 0–10% Pb+Pb collisions and pp collisions for di↵erent selections on pT1.

In pp collisions, the xJ distribution becomes increasingly narrow, indicating that higher pT dijets tend
to be better balanced in momentum (fractionally). The xJ distribution begins to fall more steeply from
xJ ⇠ 1, but appears to flatten at intermediate values of xJ. The modifications observed in the Pb+Pb data
lessen with increasing pT1 and for pairs with pT1 > 200 GeV the maximum at xJ ⇠ 1 is restored.

9 Conclusion

This note has presented a measurement of dijet di↵erential xJ distributions in pp and Pb+Pb collisions atp
sNN = 2.76 TeV. The measurement was performed di↵erentially in leading jet transverse momentum,

pT1, and in collision centrality. The measured distributions were unfolded to account for the e↵ects of
experimental resolution on the two-dimensional pT1-pT2 distributions and then projected into bins of fixed
xJ. The distributions show a larger contribution of asymmetric dijet pairs in Pb+Pb data compared to that
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Dijet asymmetry updated (more sophisticated 
analysis procedure!) as measurement of xJ = pT2/pT1 

Surprising peak structure at xJ~0.5 in 0-10%,  
disappearing in peripheral events,  

and when pT1 > 200 GeV

0 - 10%

60-80%

peripheral central

central
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We have established collective behavior in Pb+Pb,  
associated with the “ridge” structure near ∆ɸ=0: 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We have established collective behavior in Pb+Pb,  
what about smaller systems?

For “peripheral” p+p & p+Pb, no long range behavior at ∆ɸ=0
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Increase the multiplicity, and a “ridge” appears!

We have established collective behavior in Pb+Pb,  
what about smaller systems?
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Does the ridge really disappear at low multiplicities? 
(as CMS reported in 2010)

PRL 116, 172301 (2016) 
ATLAS-CONF-2016-025
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Figure 4: Template fits to the per-trigger particle yields Y(��), in 13 TeV (left panels) and in 5.02 TeV pp collisions
(right panels) for charged particle pairs with 0.5<p

a,b
T <5 GeV and 2<|�⌘|<5. The template fitting includes 2nd, 3rd

and 4th order harmonics. From top to bottom, each panel represents a di↵erent N

rec
ch range. The solid points indicate

the measured Y(��), the open points and curves show di↵erent components of the template (see legend) that are
shifted along the y-axis, where necessary, for clarity.

intervals. Several prior pp ridge measurements rely on the ZYAM method [70, 71] to extract yields on the
near-side [14, 15]. In these analyses, the yield of excess pairs in the ridge above the minimum of the Y(��)
distribution is considered to be the strength of the ridge. Figure 4 shows that such a procedure would give
zero yields in low and intermediate multiplicity collisions where the minimum of Y(��) occurs at ��⇠0.
In high multiplicity events, the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Fig. 4. The template fits describe
the data well across the entire N

rec
ch range used in this note. Previous p+Pb ridge analyses used a peripheral
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the measured Y(��), the open points and curves show di↵erent components of the template (see legend) that are
shifted along the y-axis, where necessary, for clarity.

intervals. Several prior pp ridge measurements rely on the ZYAM method [70, 71] to extract yields on the
near-side [14, 15]. In these analyses, the yield of excess pairs in the ridge above the minimum of the Y(��)
distribution is considered to be the strength of the ridge. Figure 4 shows that such a procedure would give
zero yields in low and intermediate multiplicity collisions where the minimum of Y(��) occurs at ��⇠0.
In high multiplicity events, the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Fig. 4. The template fits describe
the data well across the entire N

rec
ch range used in this note. Previous p+Pb ridge analyses used a peripheral
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intervals. Several prior pp ridge measurements rely on the ZYAM method [70, 71] to extract yields on the
near-side [14, 15]. In these analyses, the yield of excess pairs in the ridge above the minimum of the Y(��)
distribution is considered to be the strength of the ridge. Figure 4 shows that such a procedure would give
zero yields in low and intermediate multiplicity collisions where the minimum of Y(��) occurs at ��⇠0.
In high multiplicity events, the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Fig. 4. The template fits describe
the data well across the entire N

rec
ch range used in this note. Previous p+Pb ridge analyses used a peripheral
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shifted along the y-axis, where necessary, for clarity.

intervals. Several prior pp ridge measurements rely on the ZYAM method [70, 71] to extract yields on the
near-side [14, 15]. In these analyses, the yield of excess pairs in the ridge above the minimum of the Y(��)
distribution is considered to be the strength of the ridge. Figure 4 shows that such a procedure would give
zero yields in low and intermediate multiplicity collisions where the minimum of Y(��) occurs at ��⇠0.
In high multiplicity events, the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Fig. 4. The template fits describe
the data well across the entire N
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Figure 4: Template fits to the per-trigger particle yields Y(��), in 13 TeV (left panels) and in 5.02 TeV pp collisions
(right panels) for charged particle pairs with 0.5<p

a,b
T <5 GeV and 2<|�⌘|<5. The template fitting includes 2nd, 3rd

and 4th order harmonics. From top to bottom, each panel represents a di↵erent N

rec
ch range. The solid points indicate

the measured Y(��), the open points and curves show di↵erent components of the template (see legend) that are
shifted along the y-axis, where necessary, for clarity.

intervals. Several prior pp ridge measurements rely on the ZYAM method [70, 71] to extract yields on the
near-side [14, 15]. In these analyses, the yield of excess pairs in the ridge above the minimum of the Y(��)
distribution is considered to be the strength of the ridge. Figure 4 shows that such a procedure would give
zero yields in low and intermediate multiplicity collisions where the minimum of Y(��) occurs at ��⇠0.
In high multiplicity events, the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Fig. 4. The template fits describe
the data well across the entire N

rec
ch range used in this note. Previous p+Pb ridge analyses used a peripheral

12

High multiplicity Medium multiplicity Low multiplicity

Sinusoid term needed for all multiplicities,  
even when ridge seems to disappear for low Nch

PRL 116, 172301 (2016) 
ATLAS-CONF-2016-025
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Figure 18: Comparison of the v
n

obtained from the template fitting procedure in the 13 TeV pp, 5.02 TeV pp, and
5.02 TeV p+Pb data, as a function of N

rec
ch . The results are for 1<p

a,b
T <5 GeV. The three panels correspond to n=2,

3 and 4. The error bars and shaded bands indicate statistical and systematic uncertainties, respectively.
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Sinusoid term in pp underlying event persists to lower multiplicities! 
Are all pp collisions “collective” at some level? 

v2 v3

New questions: what is the “shape” of a proton? 
Does it fluctuate event to event?

examples from Schenke, 
arXiv:1603.04349

PRL 116, 172301 (2016) 
ATLAS-CONF-2016-025
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Pb+Pbpp

Intriguing prospect: Pb+Pb may provide  
a new (collective?) perspective on the pp underlying event.

Hydro in pp: 
Ollitrault, Werner, 

Bzdak, etc. 
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We have always assumed the two nuclei overlap
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But what if they miss?
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Strong EM fields, highly contracted: quasi-real photons
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Probing small x parton densities in ultraperipheral AA and
pA collisions at the LHC
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We calculate production rates for several hard processes in ultraperipheral proton-nucleus and nucleus-
nucleus collisions at the LHC. The resulting high rates demonstrate that some key directions in small x research
proposed for HERA will be accessible at the LHC through these ultraperipheral processes. Indeed, these mea-
surements can extend the HERA x range by roughly a factor of 10 for similar virtualities. Nonlinear effects on
the parton densities will thus be significantly more important in these collisions than at HERA.

PACS numbers:

Studies of small x deep inelastic scattering at HERA
substantially improved our understanding of strong in-
teractions at high energies. Among the key findings of
HERA were the direct observation of the rapid growth
of the small x structure functions over a wide range
of virtualities, Q2, and the observation of a significant
probability for hard diffraction consistent with approx-
imate scaling and a logarithmic Q2 dependence (“lead-
ing twist” dominance). HERA also established a new
class of hard exclusive processes – high Q2 vector me-
son production – described by the QCD factorization
theorem and related to generalized parton distributions
in nucleons.

The importance of nonlinear QCD dynamics at small
x is one of the focal points of theoretical activity (see
e.g. Ref. [1]). Analyses suggest that the strength of
the interactions, especially when a hard probe directly
couples to gluons, approaches the maximum possible
strength – the black disk limit – for Q2 ≤ 4 GeV2.
These values are relatively small, with an even smaller
Q2 for coupling to quarks, Q2 ∼ 1 GeV2, making it
difficult to separate perturbative and nonperturbative
effects at small x and Q2. Possible new directions
for further experimental investigation of this regime in-
clude higher energies, nuclear beams and studies of the
longitudinal virtual photon cross section, σL. The latter
two options were discussed for HERA [2, 3]. Unfor-
tunately, it now seems that HERA will stop operating
in two years with no further measurements along these
lines except perhaps of σL. One might therefore expect
that experimental investigations in this direction would
end during the next decade.

The purpose of this letter is to demonstrate that sev-
eral of the crucial directions of HERA research can be

continued and extended by studies of ultraperipheral
heavy ion collisions (UPCs) at the LHC. UPCs are in-
teractions of two heavy nuclei (or a proton and a nu-
cleus) in which a nucleus emits a quasi-real photon
that interacts with the other nucleus (or proton). These
collisions have the distinct feature that the photon-
emitting nucleus either does not break up or only emits
a few neutrons through Coulomb excitation, leaving a
substantial rapidity gap in the same direction. These
kinematics can be readily identified by the hermetic
LHC detectors, ATLAS and CMS. In this paper we
consider the feasibility of studies in two of the direc-
tions pioneered at HERA: parton densities and hard
diffraction. The third, quarkonium production, was dis-
cussed previously [4, 5, 6]. It was shown that pA and
AA scattering can extend the energy range of HERA,
characterized by √

sγN , by about a factor of 10 and,
in particular, investigate the onset of color opacity for
quarkonium photoproduction.

p
   

T

A

A

x

x1

2

p
   
T

−

FIG. 1: Diagram of dijet production by photon-gluon fusion
where the photon carries momentum fraction x1 while the
gluon carries momentum fraction x2.
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Fig. 1. Lowest order Feynman diagrams for exclusive photoproduction of (a) J/ψ and (b) dielectrons, in ultra-peripheral Au + Au collisions. The photons to the right of the
dashed line are soft photons that may excite the nuclei but do not lead to particle production in the central rapidity region. Both diagrams contain at least one photon and
occur when the nuclei are separated by impact parameters larger than the sum of the nuclear radii.

18X0) and two sectors of lead-glass Čerenkov calorimeter (PbGl,
9216 modules with 4 cm × 4 cm × 40 cm, 14.4X0), at a radial dis-
tance of ∼ 5 m from the beam line.

The ultra-peripheral Au + Au events were tagged by neutron
detection at small forward angles in the ZDC. The ZDCs [31,32] are
hadronic calorimeters placed 18 m up- and down-stream of the
interaction point that measure the energy of the neutrons coming
from the Au⋆ Coulomb dissociation with ∼ 20% energy resolution
and cover |θ | < 2 mrad, which is a very forward region.3

The events used in this analysis were collected with the UPC
trigger set up for the first time in PHENIX during the 2004 run
with the following characteristics:

(1) A veto on coincident signals in both Beam–Beam Coun-
ters (BBC, covering 3.0 < |η| < 3.9 and full azimuth) selects
exclusive-type events characterised by a large rapidity gap on
either side of the central arm.

(2) The EMCal-Trigger (ERT) with a 2×2 tile threshold at 0.8 GeV.
The trigger is set if the analog sum of the energy deposit in a
2×2 tile of calorimeter towers is above threshold (0.8 GeV).

(3) At least 30 GeV energy deposited in one or both of the ZDCs is
required to select Au + Au events with forward neutron emis-
sion (Xn) from the (single or double) Au⋆ decay.

The BBC trigger efficiency for hadronic Au + Au collisions is
92 ± 3% [33]. A veto on the BBC trigger has an inefficiency of 8%,
which implies that the most peripheral nuclear reactions could be
a potential background for our UPC measurement if they happen
to have an electron pair in the final state. An extrapolation of the
measured p–p dielectron rate [34] at minv > 2 GeV/c2 to the 8%
most peripheral interactions – scaled by the corresponding number
of nucleon–nucleon collisions (1.6) – results in a negligible contri-
bution (only 0.4 e+e− pairs). On the other hand, the ERT trigger
requirement (2) has an efficiency of 90 ± 10%, and the require-
ment (3) of minimum ZDC energy deposit(s) leaves about 55% of
the coherent and about 100% of the incoherent J/psi events, as dis-
cussed above. All these trigger efficiencies and their uncertainties
are used in the final determination of the production cross sections
below.

The total number of events collected by the UPC trigger was
8.5 M, of which 6.7 M satisfied standard data quality assurance
criteria. The useable event sample corresponds to an integrated lu-
minosity Lint = 141 ± 12 µb−1 computed from the minimum bias
triggered events.

3 Much larger than the crossing angle of Au beams at the PHENIX interaction
point (0.2 mrad).

3. Data analysis

Charged particle tracking in the PHENIX central arms is based
on a combinatorial Hough transform in the track bend plane (per-
pendicular to the beam direction). The polar angle is determined
from the position of the track in the PC outside the DC and the
reconstructed position of the collision vertex [35]. For central colli-
sions, the collision vertex is reconstructed from timing information
from the BBC and/or ZDC. This does not work for UPC events,
which, by definition, do not have BBC coincidences and often do
not have ZDC coincidences. The event vertex was instead recon-
structed from the position of the PC hits and EMCal clusters as-
sociated with the tracks in the event. This gave an event vertex
resolution in the longitudinal direction of 1 cm. Track momenta
are measured with a resolution δp/p ≈ 0.7% ⊕ 1.0%p[GeV/c] in
minimum bias Au + Au nuclear collisions [36]. Only a negligible
reduction in the resolution is expected in this analysis because of
the different vertex resolution.

The following global cuts were applied to enhance the sample
of genuine γ -induced events:

(1) A standard offline vertex cut |vtxz| < 30 cm was required to
select collisions well centered in the fiducial area of the central
detectors and to avoid tracks close to the magnet poles.

(2) Only events with two charged particles were analyzed. This is
a restrictive criterion imposed to cleanly select “exclusive” pro-
cesses characterised by only two isolated particles (electrons)
in the final state. It allows to suppress the contamination of
non-UPC (mainly beam–gas and peripheral nuclear) reactions
that fired the UPC trigger, whereas the signal loss is small (less
than 5%).

Unlike the J/ψ → e+e− analyses in nuclear Au + Au reactions
[36,37] which have to deal with large particle multiplicities, we
did not need to apply very strict electron identification cuts in the
clean UPC environment. Instead, the following RICH- and EMCal-
based offline cuts were used:

(1) RICH multiplicity n0 !2 selects e± which fire 2 or more tubes
around the track within the nominal ring radius.

(2) Candidate tracks with an associated EMCal cluster with dead
or noisy towers within a 2 × 2 tile are excluded.

(3) At least one of the tracks in the pair is required to pass an
EMCal cluster energy cut (E1 > 1 GeV ∥ E2 > 1 GeV) to select
candidate e± in the plateau region above the turn-on curve of
the ERT trigger (which has a 0.8 GeV threshold).

Beyond those global or single-track cuts, an additional “coherent”
identification cut was applied by selecting only those e+e− candi-

Photon-pomeron:  
production of vector mesons  
(sensitivity to nPDF)

Photo-nuclear:  
jet photoproduction  
(probe nPDF directly)

Photon-photon:  
dilepton production  
(& other exclusive states)

First Run 2 result  
from ATLAS



E X C L U S I V E  D I M U O N  E V E N T

Mµµ=173 GeV



S P E C T R A L  S H A P E S  I N  D ATA  A N D  M C

 [GeV]µµM
10 20 30 40 50 60 210

b/
G

eV
]

µ [
µ
µ

M
/d
σd

4−10

3−10

2−10

1−10

1

10
 PreliminaryATLAS

-µ++µ+(*)+Pb(*) Pb→Pb+Pb
 = 5.02 TeVNNs

-1bµ = 515 intL
|<2.4

µ
η > 4 GeV, |

µT,
p

|<2.4
µµ

Data |Y
|<2.4

µµ
STARLIGHT |Y

|<2.4
µµ

Data 1.6<|Y
|<2.4

µµ
STARLIGHT 1.6<|Y

µµY
2− 0 2

b]
µ [

µ
µ

Y
/d
σd

2−10

1−10

1

10

210  PreliminaryATLAS -1bµ = 515 int = 5.02 TeV LNNsPb+Pb 
<20 GeVµµData 10<M <20 GeVµµSTARLIGHT 10<M
<40 GeVµµData 20<M <40 GeVµµSTARLIGHT 20<M
<100 GeVµµData 40<M <100 GeVµµSTARLIGHT 40<M

STARLIGHT MC implements collisions of  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good agreement with new ATLAS data. 
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ATLAS-CONF-2016-025
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382 F.A. Berends et  aL, Angular asymmetry  in e+e - --. u+/a- 

Fig. 1. Lowest order Feynman diagram for/a-pair production. 

(a) (b) 
Fig. 2. Feynman diagrams which interfere with the lowest order one to pr~duce an angular asym- 
merry. 

Fig. 3. Brcmsxtr,ddung di:lgralus producing muons in a C-odd state. 

Fig. 4. Bremsstrahlung diagranls producing nlu()ns in a C-even state. 

(fig. ! ) and tile two-photon graphs (fig. 2) cont r ibu te  to D to order or 3, as far as tile 
virtual radiative correct ions are concerned.  Similarly,  for tire bremsstrahlung contri- 
bu t ion ,  only the interference between tile C-odd n luon  graphs of  fig. 3 and the C- 
even muon  graphs of fig. 4 has to be computed ,  in sect. 2 we present the complete  
analytic calculation of  the interference of  the two box graphs with tire lowest order 
matrix element .  This evaluation is valid for all energies and scattering angles, in con- 
trast to some recent approxim:tte calculations [ 3 - 5 ] .  
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1000 
500 

t w o - p h o t o n  events e + e - - - * e  + e -  #+ # -  and  cosmic  
rays. Wi th in  our  stat ist ics no f o r w a r d - b a c k w a r d  
a s y m m e t r y  was observed  at  a level of  1 ~ .  

(2) Poo r  m o m e n t u m  measu remen t  or  a twist of 
the centra l  drift  chamb e r  could  lead to a wrong 
charge  ass ignment  for bo th  t racks  s imul taneously .  
To cont ro l  this effect we s tudied  the cor re la t ions  of 
the charge weighted rec iproca l  m o m e n t a  of  forward  
versus b a c k w a r d  going muons  [5]. The d i s t r ibu t ion  
of 2690# pairs  shown in Fig. 6 conta ins  7 # + #  + and 
10# # pairs.  This leads to a charge confusion 
p robab i l i t y  of  (0.3 _+ 0.1) ~ per  t rack.  F r o m  the den- 
sity a r o u n d  the or igin the cor re la ted  charge  flip 
p robab i l i t y  was es t imated  to be less than  10 -5  . This 
implies  that  the curva ture  measu remen t s  of the two 
t racks  are independen t  from each other. These num- 
bers  are  also consis tent  with those der ived f rom the 
m o m e n t u m  reso lu t ion  ap/p=O.O16.pt (p in GeV/c).  

Acceptance Calculations 

The accep tance  funct ions used to correct  the mea-  
sured angu la r  d i s t r ibu t ions  were ca lcu la ted  by M o n -  
te Car lo  using the event genera tors  of Berends et 
al. [16]. Elec t rons  were s imula ted  with the EGS 
code  [17] and  good  agreement  with the da t a  was 
obta ined.  We es t imate  the overal l  uncer ta in ty  due to 
shower  cor rec t ions  in the b in - to -b in  po la r  angle  ac- 
ceptance  to be less than  1~o. M u o n  t racks  were 
p ro jec ted  into the m u o n  chambers  and  l iquid a rgon  
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Fig.7. The observed acollinearity distribution for the reaction 
e + e---*#+ # . The histogram shows the QED prediction includ- 
ing radiative corrections up to order c~ 3 

ca lo r ime te r  t ak ing  all de tec to r  effects into account .  
The  accep tance  is a rap id ly  vary ing  funct ion in the 
po la r  angle  range 0 .5<1cos  01<0.8. Different  pro-  
cedures for ca lcula t ing the accep tance  were used;  
they p roduce  a m a x i m u m  change in the a s y m m e t r y  
of  + 0 . 4 ~ .  Higher  o rde r  Q E D  processes  induce 
angu la r  asymmet r ies  which are dependen t  on the 
exper imenta l  select ion criteria.  Rad ia t ive  cor rec t ions  
up to o rde r  ~3 were ca lcu la ted  as descr ibed  in the 
text  and  were found to agree well with the experi-  
menta l  data.  As an example  we show in Fig. 7 the # 
pa i r  aco l l inear i ty  d is t r ibut ion .  

Cross Section Formula 

The cross sect ions were eva lua ted  using the fo rmula  
of  [18] for the e lec t roweak  in te rac t ion  and  ex tended  
by the au thors  of [13] for compos i t e  models .  F o r  
Bhabha  scat ter ing with unpo la r i zed  beams  the cross 
sect ion can be wr i t ten  in the fol lowing form 

do- 0~ 2 
d f 2 - 8 s  {4BI+B2(1-c~176 (A1) 

with 
_~ ~RL" t 2 B l = \ t  ]{S~ 2 l + ( g ~ _ g 2 ) ~  ~ A  2 ' 

1 + "  2 2", _[_ qRL " SI 2 
B e =  [gv--gA) Z 

B 3 =  1 
+z)+VA  

+ ~ 2  , 

G v  9 M 2 s 
Z=21/2rco "s_  M2 + i M z  r ' 

= G r  9 M 2 t 
2 1 ~  t-m~z+iMz r 
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te Car lo  using the event genera tors  of Berends et 
al. [16]. Elec t rons  were s imula ted  with the EGS 
code  [17] and  good  agreement  with the da t a  was 
obta ined.  We es t imate  the overal l  uncer ta in ty  due to 
shower  cor rec t ions  in the b in - to -b in  po la r  angle  ac- 
ceptance  to be less than  1~o. M u o n  t racks  were 
p ro jec ted  into the m u o n  chambers  and  l iquid a rgon  
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Fig.7. The observed acollinearity distribution for the reaction 
e + e---*#+ # . The histogram shows the QED prediction includ- 
ing radiative corrections up to order c~ 3 

ca lo r ime te r  t ak ing  all de tec to r  effects into account .  
The  accep tance  is a rap id ly  vary ing  funct ion in the 
po la r  angle  range 0 .5<1cos  01<0.8. Different  pro-  
cedures for ca lcula t ing the accep tance  were used;  
they p roduce  a m a x i m u m  change in the a s y m m e t r y  
of  + 0 . 4 ~ .  Higher  o rde r  Q E D  processes  induce 
angu la r  asymmet r ies  which are dependen t  on the 
exper imenta l  select ion criteria.  Rad ia t ive  cor rec t ions  
up to o rde r  ~3 were ca lcu la ted  as descr ibed  in the 
text  and  were found to agree well with the experi-  
menta l  data.  As an example  we show in Fig. 7 the # 
pa i r  aco l l inear i ty  d is t r ibut ion .  

Cross Section Formula 

The cross sect ions were eva lua ted  using the fo rmula  
of  [18] for the e lec t roweak  in te rac t ion  and  ex tended  
by the au thors  of [13] for compos i t e  models .  F o r  
Bhabha  scat ter ing with unpo la r i zed  beams  the cross 
sect ion can be wr i t ten  in the fol lowing form 

do- 0~ 2 
d f2 - 8s  {4BI+B2(1-c~176 (A1) 

with 
_~ ~RL" t 2 B l = \ t  ]{S~ 2 l + ( g ~ _ g 2 ) ~  ~ A  2 ' 

1 + "  2 2", _[_ qRL " SI 2 
B e =  [gv--gA) Z 

B 3 =  1 
+z)+VA  

+ ~ 2  , 

G v  9 M 2 s 
Z=21/2rco "s_  M2 + i M z  r ' 

= G r  9 M 2 t 
2 1 ~  t-m~z+iMz r 

k1

k2

Pb

Pb

Pb

µ+

γ

µ−

Pb

1

STARLIGHT calculations only include pure µ+µ-, w/ no final state QED. 
Clearly required in e+e- → µ+µ- , e.g. from DESY. 

Not easily available in existing MC codes: exploring several avenues
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C O N C L U S I O N S

• Overview of the ATLAS HI program: involving Pb+Pb, p+Pb and p+p 

• ATLAS has deepened our understanding of jet quenching and 
collective flow in Pb+Pb collisions 

• Systematic study of smaller systems showing evidence for collective 
behavior even at low multiplicities 
• All LHC experiments are reporting similar evidence 
• Help our understanding of soft pp collisions? 

•  Ions are an excellent source of hight energy photons 
• Exclusive production processes, with low backgrounds (modulo QED!) 
• Looking forward to photo-production measurements to probe parton 

structure of nuclei




